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Summary

Key findings

• A significant increase in the number and quality of stratospheric water vapour measurements has occurred over the past 25 years, particularly with the advent of satellite observations. Stated accuracy of most in situ and remote instruments as well as direct or indirect comparisons of coincident field measurements cluster within a ±10% range.

• The concentration of stratospheric water vapour in the "overworld" (Θ ≥ ~380 K) is determined by dry air upwelling through the tropical tropopause, methane oxidation in the stratosphere, and transport by the poleward-and-downward (Brewer-Dobson) mean circulation. At the tropical tropopause, air transported into the stratosphere is dried by a complex combination of processes that act on a variety of spatial and temporal scales. Water vapour in the upper troposphere is controlled by local and regional circulation patterns and seasonal changes of upper tropospheric temperature.

• There has been a 2 ppmv increase of stratospheric water vapour since the middle 1950s. This is substantial given typical current stratospheric values of 4-6 ppmv. Photochemical oxidation of methane in the stratosphere produces approximately two molecules of water vapour per molecule of methane. The increase in the concentration of tropospheric methane since the 1950s (0.55 ppmv) is responsible for at most one half of the increase in stratospheric water vapour over this time period. It is not clear what is responsible for the remainder of the observed increase in stratospheric water vapour.

• Upper tropospheric relative humidity (UTH) has been monitored for about 20 years by instruments on operational satellites. In the upper troposphere, no major inconsistencies were found between existing satellite-based measurements that would preclude their use in describing the long-term behaviour of upper tropospheric humidity. The data are also of sufficient quality for climatological and process studies.

• Assessing long-term changes in the UTH is difficult because of high variability during El Niño - Southern Oscillation events, other natural modes of variability in the large-scale circulation, and the competing effects of changes in water vapour concentration and temperature. Although both positive and negative statistically significant long-term changes can be found in different latitudinal bands, no striking global trend emerges from preliminary analyses.

• The operational radiosonde network does not produce water vapour data that can be used for either analyses of long-term change, process studies in the upper troposphere, or for validation of UTH measurements. However, emerging data sets from improved quality, quasi-operational aircraft and ground-based instrumentation show promise and should be used more extensively for process studies, climate analyses and validation of satellite data.
Instrumentation, precision and accuracy

Tropospheric and stratospheric water vapour has been measured over the past 50 years by a large number of individuals and institutions using a variety of in situ and remote sensing measurement techniques. Measurement results are widely dispersed in the literature. Instrumentation has steadily evolved from a small number of manually operated in situ instruments to automatic devices deployed on balloon and aircraft platforms, and more recently to high precision sensors on satellites. Only a limited number of measurements of relative or specific humidity using a single instrument type have records longer than 10 years.

Operating principles and measurement specifications of most in situ research-type instruments currently in use are presented in Table 1 along with their estimated measurement accuracy. These instruments provide point measurements in time and space with high vertical resolution, typically in the range of a few hundred meters or better. Accuracy estimates range from 5 to 10% based on known or estimated random and systematic uncertainties inherent in the instrument system, calibration procedures and retrieval algorithms. Remote sensing instruments deployed on ground-based, balloon-borne and airborne platforms provide vertical profile measurements with stated accuracy similar to in situ instruments, although with coarser vertical resolution. Such vertical resolutions range from several hundred meters in the case of LIDAR, to a few kilometres for the infrared (IR) and far infrared (FIR) spectrometers, and approximately 10km for microwave instruments.

Table 1. In situ and remote sensing techniques for measurements of H₂O from ground-based, balloon-borne and airborne platforms, along with their typical measurement range and overall accuracy, i.e. the sum of systematic and random errors. For details, see Table 1.29 and text in Section 1.2 and 1.3.

<table>
<thead>
<tr>
<th>Technique</th>
<th>Range</th>
<th>Altitude range</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frost point hygrometry</td>
<td>10,000 – 0.5 ppmv</td>
<td>5 – 30 km</td>
<td>5 – 10%</td>
</tr>
<tr>
<td>Lyman-α fluorescence</td>
<td>500 – 0.2 ppmv</td>
<td>5 – 35 km</td>
<td>6 – 7%</td>
</tr>
<tr>
<td>Tuneable diode laser spectrometry</td>
<td>&gt; 0.1 ppmv</td>
<td>0 – 30 km</td>
<td>5 – 10%</td>
</tr>
<tr>
<td>MOZAC sensor</td>
<td>&gt; 20 ppmv</td>
<td>Troposphere</td>
<td>5 – 7% RH</td>
</tr>
<tr>
<td>Radiosonde</td>
<td>100 – &gt;5%RH</td>
<td>middle and lower troposphere</td>
<td>not assessed</td>
</tr>
<tr>
<td>Microwave spectrometry</td>
<td>20 – 0.2 ppmv</td>
<td>20 – 80 km</td>
<td>0.6 – 0.2 ppmv</td>
</tr>
<tr>
<td>LIDAR</td>
<td>&gt; 4 ppmv</td>
<td>0 – 20 km</td>
<td>5 – 10%</td>
</tr>
<tr>
<td>IR and FIR spectrometry</td>
<td>&gt; 1 ppmv</td>
<td>5 – 40 km</td>
<td>5 – 13%</td>
</tr>
</tbody>
</table>

Satellite and shuttle-based experiments for measuring stratospheric and upper tropospheric water vapour are listed in Table 2 along with random and systematic error estimates for single profile observations (as opposed to zonal or temporal averages). Accuracy estimates can be obtained from the root-sum-square of the random and systematic error components. Error estimates are given for ranges of vertical levels. Since some systematic error components vary randomly from profile to profile, these components are less important for daily, seasonal, or zonal means. Therefore, a zonal-average stratospheric error profile is dominated by the truly systematic error components, whose signs may be unknown and offsetting. The vertical resolution of satellite instruments, also given in Table 2, depends on the individual measurement concept (e.g. occultation or emission) and the specific instrument implementation. Horizontal resolution is typically on the order of 50 km to 300 km depending on whether the experiment is nadir or limb viewing.
The Microwave Limb Sounder (MLS) and several generations of High Resolution Infrared Sounder (HIRS) instruments on the TIROS Operational Vertical Sounder (TOVS) suite of missions have provided measurements of upper tropospheric relative humidity from satellites. MLS relative humidity accuracy estimates for low to mid-latitudes range from 10 to 35% at 1 – 47 hPa and 20 to 50% at higher pressures. Accuracy estimates for individual relative humidity measurements made by TOVS are difficult to obtain but several generations of TOVS instruments span a temporal range of more than 20 years opening up the possibility of evaluating long-term changes. An issue for the use of TOVS is the availability of coincident accurate in situ profile data from one to the next generation of TOVS instruments to provide calibration across multiple spacecraft.

The data sets used in this assessment are available for independent verification of the results and conclusions of this Report at the SPARC Data Center (http://www.sparc.sunysb.edu) where they will also be preserved for future studies.

Data quality assessment

Stratosphere

Over 25 instruments representing several techniques were assessed for the quality of the data that they produce. For both the stratosphere and the troposphere there is no single technique or instrument platform that is recognised as a standard to which other techniques should be compared, and thus comparisons were made relative to one another.
The Halogen Occultation Experiment (HALOE) measurements on the Upper Atmosphere Research Satellite were selected as baseline data for stratospheric comparisons in this assessment. This was not meant to imply that HALOE is considered a standard, but rather that its spatial and temporal coverage allowed a maximum number of coincidences with other instruments. The layer between 60 and 100 hPa contains the best overlap of satellite, balloon-borne and aircraft measurements. Layers higher in the stratosphere, 10-50 hPa, and 1-10 hPa are also considered, but include only balloon-borne, satellite and ground-based microwave comparisons.

On average, measurements from the various instruments agree to within their stated levels of accuracy throughout the stratosphere. The mean of all the measurements compared was ~5% higher than HALOE, with a clustering of most of the instruments within a 10% range.

The differences between the stratospheric measurements are summarised in Figure 1 for three pressure layers previously mentioned. The mean differences are plotted as symbols and the bars represent differences estimated from indirect comparisons using one instrument as a transfer standard to compare with a second. A reasonable degree of consistency was found among measurements made from near the tropopause up to 50 km (~1 hPa). The majority of the instruments clustered within a 10% range, although direct comparisons among individual instruments showed larger differences sometimes exceeding 30%. Indirect intercomparisons show as much as 50% differences in some cases. Reasons for the differences were not revealed in this assessment process, although atmospheric variability is likely an important factor.

**Upper troposphere**

The worldwide radiosonde network has provided tropospheric humidity measurements since the 1940's but sensor performance tends to be of poor quality at the cold temperatures and low pressures present in the upper troposphere. Comparisons between the widely used radiosonde Vaisala Humicap A sensor and the CMDL frostpoint instrument show, for example, that at temperatures of ~60°C the reported humidity from the radiosonde is only one half of the frostpoint instrument value. Additionally there have been numerous changes in radiosonde instrumentation over the period of the existing data record further complicating analysis of such data for long-term changes. Consequently, comparisons with in situ measurements of UTH from operational radiosondes should not be used to validate satellite data in this region.

The focus of the upper troposphere data quality assessment was TOVS because it has the most extensive record length, and hence is the most suitable for examining long term changes in UTH. The tropospheric MLS sensor provided the best data set for comparison with TOVS, and only small biases were found between them. Comparisons between satellite and direct water vapour measurements from in situ observations did not provide strong constraints on the performance of the TOVS satellite sensors. This was due mainly to problems with the in situ methods, especially the radiosondes and also because of difficulties in making comparisons in an inhomogeneous atmosphere when instruments have very different spatial coverage and altitude resolution. The assessment of the TOVS data did not reveal any major inconsistencies in this data set that would preclude its use in describing the long-term behaviour of upper tropospheric humidity. Overall measurements from these two very different techniques, TOVS and MLS, appear to produce comparable results on monthly averaged time scales. However, it was found that high spatial and temporal variability in the upper troposphere introduces major difficulties in validating satellite measurements. Judicious use of data from the MOZAIIC (Measurement of Ozone and Water Vapour by Airbus In-Service Aircraft) project provided some information used in assessing
the quality of the MLS and TOVS measurements. To gauge their value in future correlative efforts, DIAL and Raman LIDAR systems were compared with radiosondes and frostpoint hygrometers. The LIDAR results in the troposphere agree to within about 10% with other correlative measurements, suggesting that such systems accurately measure water vapour. If deployed in sufficient numbers, such measurements could provide profile data valuable for validation of satellite measurements.

Figure 1  Summary of the relationship between stratospheric measurements assessed in this report for 3 altitude ranges. The symbols give the direct percentage difference from HALOE, and the horizontal lines show the range of the indirect comparisons. Each tick mark is 1%, and the placement for HALOE is indicated by the dotted line. Where no direct comparison was available, the symbols give the average of the indirect comparisons.

Spatial variability and seasonal changes

**Stratosphere, including the tropopause**

The annual zonal mean water vapour distribution in the stratosphere is depicted in Figure 2. Key features are sharp vertical gradients at the tropopause and in the extratropical lower stratosphere, a minimum in the tropics at or just above the tropopause, and gradual increases upward and poleward. The water vapour distribution can be understood as a balance
between dry air entering via the tropical tropopause, a source of water vapour from methane oxidation in the upper stratosphere and return to the troposphere via the extratropical tropopause. The general features of the distribution are explained by Lagrangian-mean transport via the Brewer-Dobson circulation, wave-induced isentropic mixing, and upward extension of tropospheric circulations in the lowest few kilometres of the stratosphere. Nearly all air that reaches the stratosphere above 100 hPa passes through the tropical tropopause where freeze drying at low temperatures and other poorly understood processes produce annual mean mixing ratios of ~3.5-4 ppmv. Some of this dry air rises slowly in the tropics, but most spreads poleward, primarily in the lowest few kilometres of the stratosphere. In addition, water vapour concentrations increase upward and away from the equator as methane is oxidised into water vapour. Below approximately 100 hPa, the extratropical lower stratosphere is moistened by air transported from the tropical upper troposphere horizontally across the subtropical tropopause at the location of the subtropical jet.

The horizontal transport in the lower stratosphere has a strong seasonal component (Figure 3). An absolute minimum of the mixing ratio (~2.8 ppmv) is centred near 20°N during January-March, with the dry air propagating both towards the North pole and into the Southern Hemisphere. Relatively high water vapour values, centred near 30°N, are observed during the Northern Hemisphere summer coincident with the convective phases of the summer monsoons. Similar to the winter poleward propagation of the dry air masses, the higher summer values also appear to spread out to the pole of the summer hemisphere and into the winter hemisphere. The horizontal transport caused by the South Asian monsoon is stronger than other monsoon circulations, leading to more water vapour in the upper troposphere during boreal as opposed to austral summer.

At the tropical tropopause, a complex mix of processes act to remove water vapour from air as it enters the stratosphere from the troposphere below. Within the framework of large-scale mean ascent, the dehydration processes probably include smaller-scale (convective) ascent, radiative and microphysical processes within clouds, and wave-driven fluctuations in temperature. The location, strength, and relative importance of these processes vary seasonally. However, the observed seasonal variation in tropopause-level water vapour is influenced primarily by the annual variation in tropical tropopause...
temperatures. Air rising through the tropopause is marked with seasonally varying mixing ratio, and retains these markings as it spreads rapidly poleward and more slowly upward into the stratosphere.

![HALOE water vapor 380 K](image)

**Figure 3** Latitude-time evolution of water vapour mixing ratio near 380 K derived from seasonal cycle fits of the HALOE data.

**Upper troposphere**

Upper tropospheric water vapour in the tropics and subtropics is strongly influenced by the Hadley Cell and the Walker Circulation. The predominant source for moisture in the tropical and subtropical upper troposphere is convection, producing, on average, moist regions in the convective areas over the western Pacific, South America and Africa (Figure 4). Moist areas also appear seasonally in the region of the Asian summer monsoon and along the intertropical and South Pacific convergence zones. The seasonality of surface temperature and of convection, which roughly follow the sun, as well as seasonal variations in monsoon circulation, produce concomitant seasonal changes in water vapour in the troposphere. This relationship between convection and upper tropospheric moisture changes sign near the tropical tropopause, somewhere between 150 hPa and 100 hPa, so that convection dries the tropopause region. Water vapour is also influenced by fluctuations at both shorter and longer time scales, including the quasi-biennial oscillation in the stratosphere and the El Niño-Southern Oscillation and the Tropical Intraseasonal Oscillation in the troposphere.

Upper tropospheric water vapour at middle and higher latitudes is highly variable and can be supplied by transport from the tropics, by mesoscale convection, or by extratropical cyclones. Dry air can be transported from the subtropics or from the extratropical lower stratosphere. These transport phenomena tend to be episodic rather than steady.
Figure 4  Annual mean Upper Tropospheric Humidity over ice (UTHi) averaged for 1980-1987 from HIRS instruments, in percent.

Long-term changes

Stratosphere

There is only one nearly continuous time series of stratospheric water vapour with a duration of 20 years, made using a single instrument type, and available for the determination of long-term change. Although differences between instrument systems were largely determined to fall within their stated uncertainty estimates, those differences are still too large to combine various instrument records to construct a longer time series. However, a number of data sets used in the assessment sampled the atmosphere periodically over a long period providing several time series of intermediate length (8-15 years). These were used in combination to estimate stratospheric changes. The observations are consistent in suggesting that water vapour has increased at a rate of about 1%/year over the past 45 years (Figure 5). The record also suggests that this increase has not been uniform but has varied over this period.

Figure 5  Time series of Water vapour measurements made by several instruments between 30-50°N over the pressure range 110-140 hPa. Data plotted are individual measurements with the exception of NOAA-AL Lyman-α (1 minute averages). Data below 100 hPa have been screened to omit tropospheric measurements.
Upper troposphere

The longest data set of upper tropospheric humidity is one that is derived from the HIRS instrumentation on different TOVS satellites. The HIRS instruments cover a time period of nearly twenty years. A linear fit of relative humidity from 1979 to present is shown in Figure 6. The trends for different latitudinal bands, and especially in the deep tropics, are slightly positive but insignificant at the 99% confidence level.

![Figure 6](image)

**Figure 6** Annual mean upper tropospheric humidity over ice from HIRS for various latitude bands and linear fit statistics from 1980 to 1997: 60°S-60°N (solid line), 60°S-30°S (dotted line), 30°S-10°S (dashed line), 10°S-10°N (dot-dash line), 10°N-30°N (dash-3dots line) and 30°N-60°N (long dashed line).

A shorter time series of UTH, 1992 to present, has been obtained using the MLS instrument. Figure 7 shows the MLS humidity for centre altitudes of 147 and 215 hPa over the latitude range 30°S-30°N. For the overlapping time period both data sets show a minimum in relative humidity that occurs in 1994 although the MLS minimum is shallower.

When combined with satellite-derived upper tropospheric temperature data which also show a small positive trend since 1979, the HIRS data imply a larger positive specific humidity trend, but the combination of uncertainties in these two types of measurements means that the uncertainty in specific humidity is large enough to hide trends that are significant to climate.
Figure 7  MLS relative humidity over ice. Data were averaged between 30°S and 30°N. The figure on the left represents a 3 km layer around 147 hPa and that on the right a 3 km layer around 215 hPa. Dots are daily averages and the line is a 12-month running mean boxcar filter to remove the annual cycle.

Recommendations

1. Further studies, including well designed intercomparison experiments and laboratory work, are required to quantify and understand the differences between stratospheric water vapour sensors. This is particularly important for in situ instruments. In situ instruments are critical for obtaining high-resolution data for use in process studies of water vapour transport between the troposphere and stratosphere. Strong validation programs including correlative measurements need to be a part of water vapour satellite measurement efforts. In the upper troposphere, such validation has not been a part of the measurement program. Improvement of radiosonde observations of water vapour and wider use of LIDAR would aid in such validation.

2. Greater attention needs to be paid to the continuity of measurements for determination of long-term changes in both the stratosphere and upper troposphere. It is important to have complementary observations, not relying solely on one instrument or approach. To better quantify dynamical effects that can impact long-term changes, all stratospheric measurements, whether satellite or in situ, should be combined with simultaneous methane measurements. Maintaining current long-term in situ measurement programs is necessary for any interpretation of long-term change. Stratospheric water vapour should be monitored in situ at various latitudes and in particular in the presently data sparse tropics and Southern Hemisphere. Satellite sensors with a history of high quality measurements should be included in future satellite missions in order to monitor long-term changes in stratospheric and upper tropospheric water vapour. Upper tropospheric specific humidity should be monitored with a view to determining long-term trends. To determine these trends effectively, the sequence of future satellite missions should be planned to provide overlap with existing instruments in orbit.

3. Process studies of upper tropospheric water vapour and convection should be undertaken. These would include joint measurements of water vapour, cloud microphysical properties, and chemical species that can provide a history of the air. More observations of the tropical tropopause region (15-20 km), by both in situ and remote sensing methods, are needed in order to improve our understanding of stratosphere-troposphere exchange there.

4. Data sets collected in the future should be added to those already archived for the purposes of this assessment at the SPARC Data Center: http://www.sparc.sunysb.edu. Valuable data from the 1940’s, 1950’s, and 1960’s may already be lost, but some could and should be rescued.
Foreword

This scientific assessment has been carried out by the WCRP project on Stratospheric Processes and their Role in Climate (SPARC). The objective of the report is to critically review measurements of water vapour in the stratosphere and upper troposphere, in order to consolidate our knowledge and understanding of the distribution of water vapour and its variability on time scales ranging from the seasonal to the long-term inter-annual.

Considering the fundamental role of water vapour in climate, and the scarcity of information concerning its distribution, variability and long-term evolution, the need for such an assessment was recognised by the SPARC Scientific Steering Group. The lack of knowledge on water vapour also leads to a large uncertainty in the prediction of climate change. One of the objectives of the assessment was therefore to support the Third IPCC Assessment Report on Climate Change due to be published in 2001.

Great effort has been made to prepare the best data sets possible, to retrieve historical data sets, and to make them all available to the assessment team. This report contains an extensive description of the measurements and their associated uncertainties, an assessment of data quality based on comparison studies of the various data sets, and a description of the understanding of the distribution and variability of water vapour in the stratosphere and upper troposphere which ensues from the data. Finally, recommendations are made to ensure that the difficulties met during this work are overcome in order that the remaining uncertainties in our knowledge and understanding can be resolved. The preceding summary also appears in SPARC Newsletter number 16 (January 2001).

The outline of the assessment was determined during an international workshop held at NCAR, Boulder, Colorado, USA, 26-28 August 1998. The drafts of the chapters were prepared in the following year and a number of new data sets were produced. The first draft report was examined by an international panel of reviewers both by mail peer review and at a meeting in Paris, France in January 2000. During the review meeting the responses to the mail review comments were proposed by the authors and discussed by the participants. This rigorous review greatly improved the report, the contribution of the reviewers being significant. A second draft report was reviewed by mail review in August 2000.

The success in producing the Report is the result of the intensive work and enthusiastic cooperation of a large number of scientists world-wide who have worked towards improving the quality of the measurements and our understanding of the observations. The work of the contributors and reviewers was generously supported by many organisations and agencies including WMO, WCRP, SPARC, DG Research of the European Commission, NASA, NOAA, NCAR, CNRS, CNES, Forschungszentrum Jülich, Imperial College and other national research programmes and institutions.
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Introduction

Water makes the Earth unique. Life, the climate and the weather all exist as they do because gaseous, liquid and solid forms of water can co-exist on the planet. The oceans, the ice masses, the clouds and the humidity of the atmosphere all play major roles in climate and weather [Peixoto and Oort, 1996]. The water vapour distribution in the upper troposphere (UT) and lower stratosphere (LS) is of central importance in several ways: it plays a major role in the balance of planetary radiation; it influences and responds to atmospheric motions; and it plays a key role in many aspects of UT/LS chemistry. Effects on the radiation balance are especially important because the water vapour molecule is strongly polar in shape giving it a strongly absorbing infrared spectrum. Consequently, it is the single most important “greenhouse gas” in the atmosphere, molecule-for-molecule. Harries [1997] pointed out that, because the effects of water vapour on the Earth radiative balance are so large, small errors in spectroscopic parameters and in radiative-dynamical models used to model the energy balance, can produce potentially large uncertainties in the prediction of climatic change. He presented evidence from sensitivity studies showing that the humidity concentration, particularly in the upper troposphere may need to be known with an accuracy in the range of 3-10% in order to avoid uncertainties in calculated radiative forcing that are of the order of the effect due to doubling CO₂ concentrations. Forster and Shine [1999], extending earlier work of Rind and Lonergan [1995], calculate that if the increase in the lower stratospheric H₂O mixing ratio reported over Boulder, Colorado, from 1979 to present, by Oltmans and Hofmann [1995] is occurring globally, the contribution to surface warming would be 40% of that from the CO₂ increase over the same time period. Forster and Shine also emphasised that an increase of water vapour causes a cooling of the lower stratosphere that is comparable to the contribution due to ozone changes. These facts emphasise the urgent need to understand and assess the state of knowledge of atmospheric water vapour. In view of the potential effects on climate change, it is especially important to assess and attempt to understand long-term changes and decadal scale trends in water vapour.

Despite its abundance in the atmosphere and its importance for the climate system, many questions regarding H₂O are presently unresolved. For example, the important question of feedback between water vapour mixing ratio in the upper troposphere and surface temperature is still unanswered. While increased temperature leads to increased moisture and further warming because of the “greenhouse” effect, it is unclear whether the warming produces more water due to further evaporation (positive feedback) or if the attendant increased upwelling causes a drying (negative feedback). Results of calculations by Manabe and Wetherald [1967] from a radiative-convective model with constant humidity suggested that the exponential increase of absolute humidity due to the sea surface temperature rise would exert a strong positive feedback. Other analyses from complex general circulation models are generally consistent with Manabe’s and Weatherald’s conclusions showing similarly large positive feedback. Elsässer [1984] on the other hand, argued that an increase in the strength of convection in the tropics would cause an increase in the Hadley Cell circulation. An increase in the strength of the circulation will lead to drying or negative feedback, rather than a moistening of the upper troposphere [Elsässer, 1984, Lindzen, 1990, and Sun and Lindzen, 1993]. In short, as far as the greenhouse effect and climatic change are concerned, it is still not clear whether thermodynamics or dynamics controls tropospheric water vapour.

Atmospheric water vapour is abundant in the atmosphere and possesses absorption features spread over a broad range of the electromagnetic spectrum. Therefore, it should be easy to measure. However, in practice, water vapour measurements have proved to be difficult. Water sticks to surfaces, thereby providing challenges for in situ techniques. Sharp vertical and
horizontal gradients present difficulties for remote sensing techniques. A lack of understanding of the fundamental physics behind the observed spectrum complicates the analysis of remote sensing measurements. The radiative effects of clouds are yet another complicating factor in making water vapour measurements. Consequently, our understanding of the distribution of upper tropospheric and lower stratospheric water vapour is not as thorough as it should be.

The importance of water vapour and the fact that an assessment of current knowledge has not been undertaken before, led the Scientific Steering Group of the international research project on Stratospheric Processes and their Role in Climate (SPARC), a project of the World Climate Research Programme (WCRP), to initiate and sponsor the study documented in this report. Four key points were noted:

1. The global, regional and seasonal distribution of water vapour in the UT/LS region of the atmosphere is not known with sufficient accuracy to validate climate models.

2. It is important to examine what can be said about long-term change of the water vapour concentration in the UT/LS by analysing existing in situ and satellite data sets from a common vantage point.

3. The various reports of the Intergovernmental Panel on Climate Change (IPCC) [IPCC, 1991, 1993, 1995] have all stressed the role of water vapour as a powerful greenhouse gas. However, the question of the magnitude and perhaps even the sign of the water vapour feedback still represents probably the single largest uncertainty in the quest for accurate prediction of global and regional warming caused by an increase of CO₂ concentration.

4. It is expected that new data requirements on both water vapour and related parameters (e.g., temperature) will come out of an assessment process, as has been the case for the SPARC Ozone Assessment [SPARC, 1998].

As an introduction to the report, we present a brief synopsis of the evolution of knowledge on the content and distribution water vapour. Key processes that influence these aspects of water vapour are only briefly discussed here, but more detail is provided in chapter 3.

Water Vapour in the Stratosphere

The extreme dryness of the stratosphere was first discovered by Brewer and his colleagues using data collected in the British Meteorological Research Flight (MRF) program with a manually operated frost-point hygrometer taking measurements over Southern England [Brewer, 1949; Bannon et al., 1952]. These flights started in 1943 and continued sporadically till the early 1980’s. During the first flights in the 1940s, they found tropopause frost point temperatures of -58°C (~55 ppmv near 250 hPa), and mixing ratios ~2km above the tropopause as low as 1.6 ppmv. The MRF flight series continued through the early 1960’s, then resumed again in the 1970's and early 1980's [Murgatroyd et al., 1955; Helliwell et al., 1957; Cluley and Oliver, 1978; Foot, 1984]. Oliver and Cluley [1978] identified a ~0.6°C temperature error in the early MRF frost point measurements. After the application of an appropriate temperature correction, the mean "representative stratospheric humidity (r.s.h.)" in the 1950's was ~3 ppmv while that in the 1970's was ~5 ppmv.

---

1 Oliver and Cluley [1978] define r.s.h. as those values of mixing ratio that, having been measured above 187 hPa, were the least influenced by higher mixing ratios in the vicinity of the underlying tropopause.
The first balloon-borne \textit{in situ} and remote observations of stratospheric water vapour were reported in the literature of the 1960's. Results were mixed with some measurements indicating a considerable increase of water vapour mixing ratio with altitude above the tropopause and others showing little or no change. The controversy was reviewed by Gutnik [1961]. It was later understood that out-gassing of water vapour from the balloon skin during ascent, when most of the measurements were made, caused water vapour contamination of the \textit{in situ} sensors or the atmosphere in the vicinity of the rising or floating balloon.

Mastenbrook, from the U.S. Naval Research Laboratory, adapted the frost-point hygrometer for use on stratospheric balloons. He undertook a series of soundings from 1964 to 1979 over Washington, D.C. and conducted a two-year measurement series from 1964 to 1965 in tropical air over Trinidad, West Indies, [Mastenbrook, 1968, 1971, 1974, Mastenbrook and Daniels, 1980]. Mastenbrook's data showed that the aridity of the stratosphere extended vertically up to the maximum reachable levels of his balloons, about 28 km, thereby settling the question of whether the stratosphere was "wet" or "dry". Whether there was a small increase of the mixing ratio with altitude over and above the values found in the lower stratosphere was not so much a concern at that time. The question was whether or not there was a substantial increase of the water vapour mixing ratio with altitude. For example, Sissenwine et al. [1968] had reported water vapour mixing ratio increases at 32 km about 6 times higher than values in the lower stratosphere. The 1976 U.S. Standard Atmosphere [\textit{U.S. Standard Atmosphere}, 1976] reflects the uncertainty that prevailed at the time on this issue and lists two alternative vertical profiles.

The U.S. Naval Research Laboratory series of balloon soundings lasted until 1979 when the measurement program was handed over to NOAA in Boulder, Colorado. It has continued since 1980 [Oltmans and Hofman, 1995, Oltmans et al., 2000]. Just prior to the change from Washington to Boulder a switch to more modern electronics was also made which resulted in reduced scatter and improved time-height resolution of the instrument. Results from the Boulder soundings confirmed the principal earlier Mastenbrook results of a long-term strong seasonal change of water vapour mixing ratio in the lower stratosphere with maxima in summer. In addition, a positive trend of water vapour mixing ratio in the stratosphere of about 1% per year, which had been discovered by Mastenbrook over Washington D.C., was also found over Boulder.

The Lyman-\(\alpha\) hygrometer, a new \textit{in situ} instrument for the measurement of upper tropospheric and stratospheric water vapour, was introduced in 1978 [Kley and Stone, 1978, Bertaux and Dellanoy, 1978]. Using this technique Kley et al. [1979] showed that there is an increase of water vapour mixing ratio with altitude in the stratosphere. A tropical sounding over Brazil revealed the fact that an absolute minimum of water vapour mixing ratio, termed the hygropause, is located some 2-3 km above the tropical tropopause [Kley et al., 1979]. The minimum mixing ratio of 2.6 ppmv was later corrected down to 2.3 ppmv [Kley et al., 1983].

Global satellite measurements of water vapour commenced in 1978. The results from the Limb Infrared Monitor of the Stratosphere (LIMS) experiment on the Nimbus 7 satellite [Russell et al., 1984; Remsberg et al., 1984] extended the \textit{in situ} measurements from 84°N to 64°S. The increase of the mixing ratio with altitude was confirmed and the measurements were extended to 55 km. LIMS also showed the hygropause to be a general feature of the tropical stratosphere. Work to combine the observations from different satellite instruments has proved valuable. For example the work by Jones et al. [1986] to merge water vapour from the LIMS experiment with \(\text{CH}_4\) measurements provided by the Stratospheric And Mesospheric Sounder (SAMS) experiment on the same satellite resulted in the first global view of total hydrogen\(^2\) variability

\footnote{A more correct definition of total hydrogen is \(2\times\text{CH}_4 + \text{H}_2\). However, the mixing ratio of molecular hydrogen (0.5 ppmv) is virtually constant and hydrogen is usually not included in the sum.}
(2 × CH₄ + H₂O). The Atmospheric Trace Molecule Spectroscopy (ATMOS) series of missions on several flights of the Space Shuttle [Farmer and Raper, 1986, Gunson et al., 1990] confirmed the LIMS and SAMS findings.

Long-term observations of stratospheric water vapour concentration began in 1986 with the Stratospheric Aerosol and Gas Experiment II (SAGE II) [McCormick et al., 1993, Chiou et al., 1997]. Due to a strong sensitivity of the SAGE II water vapour retrieval algorithm to aerosol interference and the Pinatubo volcanic eruption that put large amounts of aerosols into the stratosphere, the continuous record was interrupted in 1991. The Halogen Occultation Experiment (HALOE) was launched in 1991 and has provided nearly continuous measurements of water vapour over the pressure range from 0.01 down to 200 hPa [Russell et al., 1993; Harries et al., 1996]. Several other satellite, shuttle borne, and balloon instruments were operated during the 1980s and 1990s. These will be discussed in detail in subsequent chapters of this report.

Water Vapour in the Upper Troposphere

Water in the troposphere occurs in all the possible aggregate states: liquid, gaseous and solid. The strong dependence of water vapour partial pressure on temperature, the fact that atmospheric temperatures from ground to tropopause span a range of some 60°C, and that transport in the troposphere is rapid, combine to cause large variability in tropospheric water vapour mixing ratios that are quantitatively difficult to understand. Moreover, very few methods exist to measure upper tropospheric water vapour mixing ratio (specific humidity) and relative humidity with high accuracy. Water vapour soundings by the operational national radiosonde networks do not produce high quality data in the upper troposphere. Research balloons and research aircraft have yielded a fair amount of information. However, compared to the large variability of upper tropospheric humidity on a variety of spatial and temporal scales, the database obtained by in situ techniques is inadequate. Satellite techniques, which are less influenced by spatial constraints, have begun to contribute to our knowledge.

Tropospheric water vapour concentrations are strongly coupled to dynamics and to temperature. Although the water vapour partial pressure of ascending air is not known to exceed saturation with respect to the liquid phase, water vapour concentrations can still vary by more than 4 orders of magnitude between the ground and the tropical tropopause. In the upper troposphere where temperatures are persistently below -40°C, it is convenient to relate the water vapour concentration to relative humidity with respect to ice (RHi). Based on tropical in situ observations, it has been found that upper tropospheric RHi is close to 100% over convective regions and RHi is often less than 10% in regions with subsidence [Kley et al., 1997]. However, formation of ice hydrometeors depends on the availability of ice condensation nuclei and on microphysics. Supersaturation (RH > 100%) has been observed, probably caused by the virtual absence of aerosols that can act as nucleation centres. Jensen et al., [1999] showed that supersaturation occurs below the tropical tropopause. Over mid-latitudes of the Northern Hemisphere large persistent supersaturations of up to 150% are a common occurrence [Gierens et al., 1999]. Generally speaking, because of the upper limit on the water vapour partial pressure, set by the temperature dependent phase equilibrium between vapour and condensate, the maximum tropospheric water vapour mixing ratios are strongly coupled to atmospheric temperature. Hence, the water vapour mixing ratios tend to undulate with seasonally varying temperature, modified by meteorological processes which, together, can produce changes of relative humidity from a few to one hundred percent.

Relatively few papers appear in the literature describing the upper tropospheric water vapour large and small scale distribution and seasonal, annual and longer time scale changes. Moreover,
when we consider that the radiosonde network has not, and does not, provide accurate information on upper tropospheric water vapour, we are left with few data sets, especially those of a regional or global nature. *Kelly et al.*, [1991] found lower mixing ratios in the upper troposphere at middle to high latitudes of the southern hemisphere than those at the equivalent winter season of the northern hemisphere. *In situ* measurements from high quality research balloons or aircraft have provided sporadic data on upper tropospheric water vapour. They have shown that a strong seasonal cycle of upper tropospheric water vapour mixing ratio exists at mid-latitudes with a summer maximum and a winter minimum. This information comes from measurements over southern England, Washington and Boulder [*Oliver and Cluley*, 1978, *Mastenbrook and Daniels*, 1980, *Oltmans and Hofmann*, 1995]. *Dethof et al.*, [1999] showed that the surface topography has an impact on the dynamics of the UT/LS region and on the transport of water vapour into the stratosphere. *Duhnke* [1998], in the line of earlier work by *Briggs and Roach* [1963], investigated upper tropospheric water vapour mixing ratio and relative humidity in the coordinate system of the north Polar jet stream and found a downward transport of dry stratospheric air through the tropopause on the cyclonic side and an upward transport of high water vapour mixing ratio into the stratosphere on the anticyclonic side of the jet stream.

*Bates et al.*, [1996], used information from the Tiros Operational Vertical Sounder (TOVS) instruments to construct a quasi-global picture of upper tropospheric relative humidity. Unfortunately, the TOVS humidities are weighted over a fairly deep vertical altitude range and they are not well validated. The Microwave Limb Sounder (MLS) on the Upper Atmosphere Research Satellite (UARS) has produced results on the large scale distribution and time variability of upper tropospheric water vapour [*Stone et al.*, 2000] and can be used to determine the vertical distribution of upper tropospheric relative humidity with a resolution of approximately 3 km. *Sandor et al.*, [1998] presented the seasonal distribution of tropical to mid-latitude upper tropospheric relative humidity, derived from the MLS product. *Newell et al.*, [1996b, 1997] analysed MLS-derived upper tropospheric humidity fields and found moist plumes in tropical air over regions with rising motion and dryness in sinking regions. Based on their analysis, they concluded that a substantial fraction of upper tropospheric humidity to the west of South America originates over the South American continent. They also found a positive relationship between the zonal mean tropical moisture and Eastern Pacific sea surface temperature. *Zhu et al.*, [2000] found from further MLS UT/LS analysis that the moisture in the tropical upper troposphere is mainly increased by intensified small-scale local convection.

**Chemical processes**

The primary process for the increase of the water vapour mixing ratio with altitude in the stratosphere is photochemical CH$_4$ oxidation [*Brasseur and Solomon*, 1984; *LeTexier et al.*, 1988]. Oxidation of methane leads predominantly to production of H$_2$O and to a small extent H$_2$. The proportion of each molecule produced is a function of altitude and latitude and is dictated mainly by the age of air relative to the chemical lifetimes of the gases involved. Generally, one CH$_4$ molecule will lead to production of approximately two H$_2$O molecules. Entry level air from the troposphere in the 1990’s carried ~1.7 ppmv of CH$_4$ into the stratosphere [*Dlugokencky et al.*, 1998].

**Transport from the troposphere to the stratosphere**

Progress in understanding the processes that control atmospheric water vapour and exchange between the troposphere and stratosphere has been slow. A major advance was provided by *Brewer* [1949] who used observations of low H$_2$O mixing ratio in the stratosphere over Southern England to propose that influx to the stratosphere occurs by slow, large-scale
upwelling through the tropical tropopause where the water vapour partial pressure is in equilibrium with the ice phase. At a tropical tropopause temperature of \(-80^\circ\text{C}\) at 100 hPa the corresponding mixing ratio is 5.4 ppmv. Egress from the stratosphere occurs in conjunction with large-scale downward motion through the extratropical tropopause where the downward directed advective flow of air counteracts the effects of eddy diffusion which, in the absence of the advective component of the flow, would seed the stratosphere with much higher water vapour mixing ratios as they prevail in equilibrium at the higher extratropical tropopause temperatures. Newell and Gould-Stewart [1981] extended this picture by arguing that the tropical tropopause is generally too warm to explain the extremely dry stratosphere. Based on this, they further narrowed the region where air slowly ascends into the stratosphere to those regions and times in which the tropical tropopause is much colder than average. These include the western tropical Pacific, northern Australia, and Indonesia during the November to March period and over the Bay of Bengal and India during the monsoon. This space and time limited region has become known as the “stratospheric fountain”. Atticks and Robinson [1983] and Frederick and Douglass [1983] on the other hand showed results that were compatible with the idea that water enters the stratosphere year-round at all longitudes except 0° to 30°W. Later, results from satellite and in situ instrumentation (HALOE, MLS, SAGE II and Lyman-\(\alpha\)) [e.g. Mote et al., 1996; Weinstock et al., 1995] were published supporting the idea that air enters the stratosphere not just at limited times, but throughout the entire year. Satellite results showed that the tropical lower stratosphere is continually being modulated on an annual cycle with water vapour entering from below at values governed by the tropopause temperature. This phenomenon has been termed the “atmospheric tape recorder” [Mote et al., 1996].

The observations of a minimum water vapour mixing ratio above the tropical tropopause over Panama [Kley et al., 1979] and those that support a minimum in H\(_2\)O in the Western tropical Pacific very near the tropopause [Kelly et al., 1993; Rosenlof et al., 1997; and Jackson et al., 1998] suggest that the process of exchange is more complicated than the “fountain” theory implies. While other plausible ideas have been put forward such as overshooting deep convection [Danielsen, 1982], no scientific consensus exists on what the dominant processes are that transport air across the tropical tropopause to the stratospheric "overworld", the region consisting of isentropes (surfaces of constant potential temperature) that lie above the tropopause everywhere.

Mechanisms of troposphere-stratosphere exchange in the tropics

The current view on transport of trace gases between the low stratosphere (\(\Theta < \sim 380\ \text{K}\)) and the "overworld", \(\Theta > 380\ \text{K}\), is based on the top-down control principle of Haynes et al., [1991] and expressed in a review article by Holton et al., [1995]. According to Holton et al., wave-induced forces in the extratropical overworld drive a global scale extratropical fluid-dynamical suction pump which draws air upward and poleward from the tropical lower stratosphere and pushes it poleward and downward into the extratropical troposphere. An important point in Holton’s review is the implication that the tropical troposphere-stratosphere exchange rate is not determined by details of near-tropopause phenomena, such as penetrating cumulus convection or small scale mixing. That is, non-local forces that drive the general circulation also control the global troposphere - to - stratosphere rate of transport.

Goals and Purposes of this Report

The overall goal of this study is to provide a current assessment of the state of knowledge of the water vapour distribution, variability and long-term changes. While there is some review of the literature included in the report it is minimal and only used where needed to aid the assessment process. The same is true of historical records, references and limited measurement campaigns.
Results from short campaigns are applied where needed to assist in validating the data used for the assessment. The report is organised into three chapters. Chapter 1 describes the physical parameters measured, algorithms used, estimated errors, potential drifts, data record length, measurement frequency and spatial resolution for each instrument. This is an essential aid in assessment of data quality and interpretation of intercomparisons. Chapter 2 provides definitive statements regarding data quality for each measurement system used in the study, it shows how results intercompare with one another, discusses what the limitations are in vertical resolution, altitude and latitude and provides an overall description of what can and cannot be believed in the distributions and long-term changes. Chapter 3 provides a description of what is known about H₂O in the context of the findings of chapters 1 and 2. It describes geographic distributions as a function of altitude, latitude and longitude in the Northern and Southern Hemispheres, seasonal cycles and the effects of the Quasi-Biennial Oscillation (QBO), El Nino and the Southern Oscillation (ENSO) and Tropical Intraseasonal Oscillation (TIO) on the water vapour distribution. It also discusses stratospheric entry level mixing ratios and long-term changes. Summaries, conclusions and recommendations are provided as needed in each chapter.
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1. Instrumentation and data sets

1.1 Introduction

Measurements of water vapour in the upper troposphere and in the stratosphere require tremendous technical effort due to the large gradients around the tropopause and the low stratospheric mixing ratios of a few ppmv in contrast to the moist tropospheric air masses. Further, in the stratosphere, the spatial and temporal variability of the H\textsubscript{2}O abundance is relatively small, i.e. changes of a few tenths of 1 ppmv need to be detected with a similar accuracy of the measurement.

No single existing instrument is capable of H\textsubscript{2}O measurements at all altitudes, with adequate global and temporal coverage. A combination of different instruments and techniques is necessary in order to meet the objectives of this Assessment. Owing to the importance of water vapour in the atmosphere, a large number of techniques for its measurement from different platforms have been developed and are used both for mechanistic case studies and the determination of its climatological distribution. Figure 1.1 shows a diagram of the altitude range and platforms for the most important techniques.

![Figure 1.1 Typical vertical profile of water vapour in the upper troposphere and the stratosphere, the altitude range where the techniques described in this Assessment can be applied, and the carriers available for integration of the different instruments.](image)

The purpose of this Chapter is to describe individual well characterised hygrometers for the upper troposphere and the stratosphere that produced data used in the following Chapters of this Assessment. Emphasis is put on the description of instrument quality parameters such as accuracy and precision as determined from laboratory and field studies, the description of the calibration procedures, and technical differences between the instruments. For a detailed description of the applied techniques of each instrument the reader is referred to the literature. It is not intended and not possible to give a complete review of all hygrometers used up to now,
and no instruments that are still under development or which are not described in the peer reviewed literature are included. However, this summary of the most advanced instruments may provide an update and complement to previous reviews and summaries such as those of Wexler and Ruskin [1965] and Deepak et al. [1980].

Absolute calibration of hygrometers is crucial but very difficult, in particular at low mixing ratios of a few ppmv or frost points of -60° to -80°C as occur in the UT/LS. In this Chapter it is described to which reference the absolute calibration of each instrument is traceable. Primary standards for humidity measurements are gravimetric hygrometers and precision humidity generators, the latter based on saturating air with respect to water or ice at a given temperature. Reviews of these methods, which have been developed in the middle of this century and continuously improved, are given by Wexler and Wildhack [1965] and more recently by Sonntag [1994] and Wiederhold [1997]. Often, chilled mirror hygrometers are used as calibration standards since they are based on a fundamental hygrometric technique. Absorption cross sections of H$_2$O and interfering trace gases in the vacuum ultraviolet (VUV) and infrared (IR) spectral region have been calculated or determined based on such techniques and are used for calibration of a large number of instruments. For some instruments, a combination of different calibration methods is applied. Further possible error sources such as contamination and sampling problems which affect the in situ hygrometers and retrieval algorithms for the remote sensing instruments are discussed.

Another focus of this Chapter is to list available data sets obtained with the described instruments. An overview of the data sets from aircraft, balloons and the ground since 1970 is given in Figures 1.2a and b for the tropopause region and for the stratosphere, respectively. Data obtained before 1980 have to be regarded as ‘historic’ since they are available from published reports only; however, some of these data sets have been re-evaluated and digitised recently. A corresponding Table for satellite data sets is given in Section 1.4.1 (Table 1.22). The following Chapters are based on the data sets listed in these Tables. Most of them are archived at the SPARC Data Center (http://www.sparc.sunysb.edu) and can be made available by SPARC and/or by the respective principal investigator upon request.
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**Figure 1.2a** Timetable of water vapour measurements in the upper troposphere and in the lower stratosphere (<420 K) using different airborne and ground-based hygrometers. Measurements at these altitudes from profiling observations listed in Figure 1.2b are not included.

<table>
<thead>
<tr>
<th>Arctic, &gt; 60°N</th>
<th>Ly-a NOAA-AL</th>
<th>Ly-a Jülich</th>
<th>TDL JPL</th>
<th>TDL LaRC/ARC</th>
<th>MOZAIC</th>
<th>DIAL LaRC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>65</td>
<td>70</td>
<td>75</td>
<td>80</td>
<td>85</td>
<td>90</td>
<td>95</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Northern mid-latitudes, 20-60°N</th>
<th>FP LMD</th>
<th>FP MRF since 1943</th>
<th>FP NRL</th>
<th>Ly-a NOAA-AL</th>
<th>Ly-a Jülich</th>
<th>TDL JPL</th>
<th>TDL LaRC/ARC</th>
<th>MOZAIC</th>
<th>cryo NCAR</th>
<th>DIAL LARC</th>
<th>DIAL DLR</th>
<th>Raman GSFC</th>
<th>Raman OHP</th>
</tr>
</thead>
<tbody>
<tr>
<td>65</td>
<td>70</td>
<td>75</td>
<td>80</td>
<td>85</td>
<td>90</td>
<td>95</td>
<td>00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Tropics, 20°S-20°N</th>
<th>TDL LaRC/ARC</th>
<th>MOZAIC</th>
<th>DIAL LaRC</th>
</tr>
</thead>
<tbody>
<tr>
<td>65</td>
<td>70</td>
<td>75</td>
<td>80</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Southern mid-latitudes, 20-60°N</th>
<th>Ly-a NOAA-AL</th>
<th>TDL LaRC/ARC</th>
<th>MOZAIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>65</td>
<td>70</td>
<td>75</td>
<td>80</td>
</tr>
</tbody>
</table>
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**Figure 1.2b** Timetable of water vapour measurements in the stratosphere above 420 K using different airborne, balloon-borne and ground-based hygrometers.

<table>
<thead>
<tr>
<th>Region</th>
<th>Instruments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arctic, &gt; 60°N</td>
<td>FP NOAA/NRL</td>
</tr>
<tr>
<td></td>
<td>•</td>
</tr>
<tr>
<td></td>
<td>65 70 75 80 85 90 95 00</td>
</tr>
<tr>
<td>Northern mid-latitudes, 20-60°N</td>
<td>FP NOAA since 1964</td>
</tr>
<tr>
<td></td>
<td>•</td>
</tr>
<tr>
<td></td>
<td>65 70 75 80 85 90 95 00</td>
</tr>
<tr>
<td>Tropics, 20°S-20°N</td>
<td>FP NOAA 1961-65</td>
</tr>
<tr>
<td></td>
<td>•</td>
</tr>
<tr>
<td></td>
<td>65 70 75 80 85 90 95 00</td>
</tr>
<tr>
<td>Southern mid-latitudes, 20-60°N</td>
<td>FP NOAA</td>
</tr>
<tr>
<td></td>
<td>•</td>
</tr>
<tr>
<td></td>
<td>65 70 75 80 85 90 95 00</td>
</tr>
<tr>
<td>Antarctica, &gt; 60°S</td>
<td>FP NOAA</td>
</tr>
<tr>
<td></td>
<td>•</td>
</tr>
<tr>
<td></td>
<td>65 70 75 80 85 90 95 00</td>
</tr>
</tbody>
</table>
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1.2 In situ hygrometers

In situ measurements of H$_2$O in the UT/LS have been reported for over five decades beginning with those of Brewer [1944] and Brewer et al. [1946]. Since then, a variety of experimental techniques have been developed and used. The most important of these are frost point detection, absorption and fluorescence techniques in the vacuum ultraviolet (VUV) spectral region (typically using Lyman-α radiation), and more recently, absorption measurements in the infrared using tuneable diode laser spectrometers. In the UT, techniques with lower sensitivity developed for meteorological soundings can also be applied and are briefly described below, but special maintenance and calibrations are required to make such measurements reliable up to tropopause altitudes. Due to the range of H$_2$O mixing ratios and the required calibration procedures, the development and operation of precise and accurate hygrometers for the UT/LS as well as their accurate calibration is still at the research level and is far from being routine.

One of the most crucial problems in making in situ measurements of H$_2$O is to ensure contamination-free probing. Proper selection of wall materials, optimisation of probe location, heating of the instrument and its inlet, large flow rates or open-cell designs have to be used in order to avoid or minimise measurement artefacts. The different approaches are discussed below for the individual hygrometers. The instruments presented here have proven that such contamination-free measurements are possible, while a number of other instruments described in the literature, though based on the same basic techniques, reported obvious contamination problems. The design of the inlet probe and its non-isokinetic sampling properties have been the subject of several studies, in particular when measurements in clouds were made.

The advantage of most in situ techniques is their higher precision and spatial resolution compared to remote sensing instruments; thus in situ instruments are well suited particularly for case studies on smaller scales. Their absolute calibration either in the laboratory or in flight, tracing to calibration standards can be repeated at regular intervals and possible instrument drifts are easier to detect. There is no need for additional algorithms for the measurement geometry. In situ instruments are therefore often used for the validation of space-borne remote sensing experiments. Since the operation of in situ instruments in the UT/LS requires the use of platforms such as balloons or aircraft, which are either expensive to operate, have limited availability, or both, the data sets cover only limited regions and time periods. This disadvantage is partly compensated by the large number of measurements made to date.

1.2.1 Frost point hygrometers

Most conventional frost point hygrometers are based on the chilled-mirror technique. In this technique, a layer of condensate (frost or dew) is formed on the surface of a small mirror. This layer of condensate is detected by an optical system and maintained at a constant extent by heating and cooling the mirror. Under these conditions, the amount of water vapour can be determined by measuring the temperature of the mirror, which represents the frost point or dew point temperature of the air passing over the mirror. The mirror temperature is controlled either by heating a resistor, which works against a cryogenic bath, or by a thermoelectric heat pump (Peltier device). The temperature of the mirror is measured using a thermistor or a platinum temperature sensor. The water vapour mixing ratio and relative humidity are derived from the frost-point temperature using ambient pressure and temperature.

On balloons, the measurements are made predominantly during descent to prevent contamination by the balloon wake. The altitude resolution depends on the time response and on the balloon descent rate. On aircraft, the spatial resolution is related to the speed of the aircraft.
1. Instrumentation and data sets

The NOAA-CMDL and NRL frost point hygrometers

In the cryogenic frost point hygrometers used at the Climate Monitoring and Diagnostics Laboratory of the National Oceanic and Atmospheric Administration (NOAA/CMDL), the mirror is thermally connected to a cryogenic bath. The temperature of the mirror is controlled with a heating element, which heats the mirror against this cold sink. Solid state elements are used for frost-detection, and a simple controller is used to maintain a constant frost-layer.

The temperature of the mirror is measured using individually calibrated thermistors. The overall accuracy of the instruments is about 0.5ºC in temperature, which translates to roughly 10% in water vapour mixing ratio.

The hygrometers used at NOAA/CMDL were originally developed at the Naval Research Laboratory (NRL) in Washington D.C., U.S.A., [Mastenbrook and Dinger, 1961]. These instruments used a mirror, across which a temperature gradient of around 3ºC was maintained to concentrate the ice layer in the centre of the mirror. The extent of the ice layer was adjusted such that the ice edge would lie over the thermistor embedded in the mirror. It was assumed that the temperature at the ice edge is equal to the frost-point temperature. However, the accuracy to which the ice edge was maintained over the thermistor depended on the skill of the individual operator setting the instrument as well as on the accuracy of the controller to maintain an ice layer of constant size and shape. This mode of operation caused some variation in the data and was changed when the instruments were taken over by NOAA/CMDL.

The current version of the balloon-borne frost-point hygrometer, which has been used with only minor modifications since 1980, uses a mirror with a uniform temperature distribution allowing a more precise measurement of the frost-point temperature [Oltmans, 1985]. The instrument samples air in a 50 cm long and 2.5 cm diameter stainless steel tube. The flow through this tube is ram flow of about 5 m/s depending on the ascent/descent velocity of the balloon. Tests have shown that solar scatter within this tube does not affect frost detection. The largest uncertainties in the frost-point temperature measurement are the stability of the controller (<0.3ºC), uniformity of the mirror temperature (<0.1ºC), thermistor calibration (0.05ºC), and self-heating of the thermistor (<0.05ºC). The overall accuracy of this instrument is about 0.5ºC in frost point temperature, or about 10% in mixing ratio. The vertical resolution is mostly determined by the response time of the instrument, which is typically between 10 and 30 seconds for most of the region of interest.

The co-condensation of water and other trace gases (for example HNO₃) is not considered to be important, since water vapour is several orders of magnitude more abundant. Furthermore, at roughly 500 hPa the mirror is heated to about +80ºC to remove any contaminants collected in the boundary layer. The time of measurement after this is not considered to be long enough to build up large amounts of contaminant tracers. Laboratory tests have been run using large amounts of CO₂ and CH₄ and have not shown any influences on the frost-point measurements.

A modified version of this instrument has been used in extensive laboratory intercomparisons. This version uses the same thermal, optical and electronic components, but has a special flow system, which allows its use in the laboratory. Intercomparisons with the Lyman-α instruments of the NOAA Aeronomy Laboratory (NOAA/AL) and Harvard University under controlled laboratory conditions are discussed in Chapter 2. Its measurement accuracy and response time is similar to the balloon instrument.

Roughly 200 instruments have been flown from Boulder, Colorado, U.S.A., and about 120 at other locations. On a few occasions multiple sondes have been flown at the same time and have always shown a good consistency amongst each other. The Mastenbrook data set until 1980
contains about 130 soundings from Washington D.C. and about 35 soundings from other locations. Table 1.1 summarises the NOAA-CMDL data sets obtained since 1964. All of the profiles before 1990 were obtained with an analog data recording system and data were extracted from a recorder strip chart at 30 s intervals. The instrument used the VIZ radiosonde for pressure and temperature information and data transmission to the ground station. Beginning in 1990, a digital interface (Tmax) to a Vaisala radiosonde was used, which provides 8 s resolution. All data are mapped onto a 250 m vertical resolution. Data from Washington D.C. are summarised in *Mastenbrook and Oltmans* [1983]. Those from 1964-1976 were obtained with an earlier version of the frost point hygrometer. Beginning in 1977 through the end of the program at Washington D.C. in 1980 the data were obtained using a redesigned instrument using solid state circuitry. These soundings were instrument development flights and may have incomplete data and, in some cases, somewhat suspect values. The data from 1964-76 were extracted from published data reports and not subjected to additional screening. Data for 1977-80 were also taken from previously processed data.

Data with the early version of the hygrometer were obtained since 1961 by NRL from balloon flights at different locations (Table 1.2). The hygrometers were also used onboard a NASA C141 aircraft for measurements up to 12.5 km altitude in 1974-1975 at mid-latitudes over the western United States and the eastern Pacific [*Mastenbrook*, 1976]. These historic data are available only from the published data reports.

The LMD-CNRS frost point hygrometers

Three kinds of instruments have been developed at the Laboratoire de Météorologie Dynamique (LMD), Centre National De Recherche Scientifique (CNRS), in France. In the first version of the hygrometer for balloons, the cooling and heating of the mirror was controlled by a thermoelectric module. Then a cryogen was used to cool the mirror for an instrument used on both aircraft and balloons. For all types of instruments, the temperature sensor of the mirror, which measures the frost-point temperature, is calibrated with respect to a platinum sensor which is traceable to the National Temperature Reference Standards. In addition, calibration and tests of the instruments are made with the LMD water vapour calibration system which allows the generation of frost-point temperatures down to −90°C in a large air pressure range, from 1000 hPa to 20 hPa [*Ovarlez*, 1985]. Thus the hygrometers are tested in the same environmental conditions as those encountered during the balloon flights as well as during the aircraft flights. In order to verify the accuracy and proper operation of the hygrometers, comparisons between the frost point produced by the calibration device and the corresponding frost-point measured by the hygrometer (using the calibration of the mirror sensor) are performed and checked to fit within the precision of the hygrometer.

The thermoelectric hygrometer

This instrument was first developed for long-duration balloons (MIR = InfraRed Montgolfiere). In this version, the mirror temperature is controlled by a Peltier device, so that the hygrometer has the necessary autonomy for measurements for several days [*Ovarlez*, 1991, *Ovarlez et al.*, 1996]. The uncertainty (2σ) on the frost-point determination is 0.5°C, the resolution is 0.1°C, and the time response is about 100 seconds in the middle stratosphere. The frost-point temperature range is −50 to −95°C. This instrument has also been used on open stratospheric balloons, for single profiles, before 1994 [*Ovarlez and Ovarlez*, 1994]. Since then, the performance of this instrument has been improved to be almost equivalent, in the stratosphere, to the cryogenic device described below.
### Table 1.1 Listing of the NOAA/CMDL data set

<table>
<thead>
<tr>
<th>Location</th>
<th>Station code</th>
<th>Lat.</th>
<th>Long.</th>
<th>Dates</th>
<th>No. of profiles</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Mid-latitudes</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Boulder, Colorado</td>
<td>bl</td>
<td>40N</td>
<td>105W</td>
<td>1980-1998</td>
<td>194</td>
<td></td>
</tr>
<tr>
<td>Crows Landing,</td>
<td>cl</td>
<td>37N</td>
<td>121W</td>
<td>7-11 May 1993</td>
<td>3</td>
<td>w/ NOAA &amp; Harvard Ly-α on ER-2</td>
</tr>
<tr>
<td>California</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Daggett, California</td>
<td>da</td>
<td>35N</td>
<td>121W</td>
<td>02 Feb 1992</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Edwards, AFB,</td>
<td>ew</td>
<td>32N</td>
<td>123W</td>
<td>25,26 Feb 1991</td>
<td>4</td>
<td>w/ NOAA Ly-α on ER-2, SAGE II</td>
</tr>
<tr>
<td>California</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ft. Sumner, New Mexico</td>
<td>fs</td>
<td>34N</td>
<td>104W</td>
<td>12 Sep 1996,</td>
<td>4</td>
<td>OMS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>18 May 1998</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Laramie, Wyoming</td>
<td>lw</td>
<td>45N</td>
<td>105W</td>
<td>02 Feb 1992</td>
<td>2</td>
<td>w/ SAGE II</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>12 Feb 1983,</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>30 Nov 1984,</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>05 Jul 1985</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>29 Aug 1989</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lauder, New Zealand</td>
<td>nz</td>
<td>45S</td>
<td>169E</td>
<td>14 Jan 1992,</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>25,26 Nov 1992</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Palestine, Texas</td>
<td>pl</td>
<td>32N</td>
<td>96W</td>
<td>07 May 1981,</td>
<td>8</td>
<td>BIC</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>16, 17 Apr 1983</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>11, 13 Oct 1983</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>05 Jul 1985</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Tropics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>American Samoa</td>
<td>sm</td>
<td>14S</td>
<td>171W</td>
<td>17/18 Jul 1986</td>
<td>5</td>
<td>w/ SAGE II</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>19/20/21 Jan 1988</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hilo, Hawaii</td>
<td>hi</td>
<td>20N</td>
<td>155W</td>
<td>17 Jul 1991,</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>22, 24 Mar 1992</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Juazeiro do Norte,</td>
<td>jn</td>
<td>7S</td>
<td>64W</td>
<td>14 Feb 1997</td>
<td>2</td>
<td>OMS</td>
</tr>
<tr>
<td>Brazil</td>
<td></td>
<td></td>
<td></td>
<td>11 Nov 1997</td>
<td></td>
<td></td>
</tr>
<tr>
<td>San Cristobal</td>
<td>sc</td>
<td>1S</td>
<td>90W</td>
<td>Mar, Sep 1998,</td>
<td>10</td>
<td>SOWER</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Mar 1999</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Antarctica</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>McMurdo</td>
<td>mm</td>
<td>79S</td>
<td>167E</td>
<td>Sep, Oct 1990-92,</td>
<td>30</td>
<td>ASHOE/ MAESA</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Feb-Oct 1994</td>
<td></td>
<td></td>
</tr>
<tr>
<td>South Pole</td>
<td>as</td>
<td>90S</td>
<td></td>
<td>May 1990-Jan 1994</td>
<td>22</td>
<td></td>
</tr>
<tr>
<td><strong>Arctic</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fairbanks, Alaska</td>
<td>fb</td>
<td>65N</td>
<td>148W</td>
<td>7,10,11 Aug 1985</td>
<td>3</td>
<td>w/ SAGE II</td>
</tr>
<tr>
<td>Keflavik, Iceland</td>
<td>ic</td>
<td>64N</td>
<td>21W</td>
<td>24, 25 Mar 1994</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Jan-Mar 2000</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>Sodankyla, Finland</td>
<td>so</td>
<td>67N</td>
<td>27E</td>
<td>23 Jan, 17 Feb 1996</td>
<td>2</td>
<td></td>
</tr>
</tbody>
</table>

### Table 1.2 Listing of the NRL balloon data set

<table>
<thead>
<tr>
<th>Time</th>
<th>Location</th>
<th>Lat.</th>
<th>Long.</th>
<th>No. of profiles</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>April 1961</td>
<td>Hyderabad, India</td>
<td>17N</td>
<td>78E</td>
<td>3</td>
<td>Mastenbrook, 1962</td>
</tr>
<tr>
<td>Nov 1963</td>
<td>Kwajalein Atoll</td>
<td>9N</td>
<td>167E</td>
<td>5</td>
<td>Mastenbrook, 1965</td>
</tr>
<tr>
<td>Jan 1964-Dec 1965</td>
<td>Trinidad, West Indies</td>
<td>10N</td>
<td>61W</td>
<td>23</td>
<td>Mastenbrook, 1966</td>
</tr>
<tr>
<td>July-Aug 1965</td>
<td>Thule, Greenland</td>
<td>77N</td>
<td>69W</td>
<td>3</td>
<td>Mastenbrook, 1966</td>
</tr>
</tbody>
</table>
1. Instrumentation and data sets

The cryogenic hygrometers for open stratospheric balloons (BSO)

In this instrument the mirror temperature is controlled cryogenically: the mirror is cooled through a copper rod immersed in liquid nitrogen enclosed in a Dewar container, and the heating is produced by a resistance wire wrapped around the copper rod [Ovarlez and Ovarlez, 1995]. The uncertainty on the frost point temperature determination is 0.3°C, and the resolution is 0.05°C. The response time depends on the frost point: the lower the frost point, the higher the response time, from about 20 seconds in the upper stratosphere to about 10 seconds in the upper troposphere. The frost point temperature range is -10 to -95°C. The range is quite large for stratospheric measurements, the extension to -10°C has been made for use on aircraft.

Table 1.3 LMD frost point hygrometer balloon flights

<table>
<thead>
<tr>
<th>Project</th>
<th>Carrier</th>
<th>Date</th>
<th>Altitude range (km)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Mid-latitudes (44N, 0W)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>French national program</td>
<td>BSO</td>
<td>12 Oct 1989</td>
<td>16 – 22.5</td>
</tr>
<tr>
<td>French national program</td>
<td>BSO</td>
<td>06 Oct 1990</td>
<td>14 – 25.5</td>
</tr>
<tr>
<td>TRAVERSE</td>
<td>BSO</td>
<td>07 Mar 1993</td>
<td>14 – 24</td>
</tr>
<tr>
<td>THESEO</td>
<td>BSO</td>
<td>05 May 1999</td>
<td>10 – 29.5</td>
</tr>
<tr>
<td><strong>Arctic (68N, 21E)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CHEOPS</td>
<td>BSO</td>
<td>19 Jan 1990</td>
<td>14.5 – 24</td>
</tr>
<tr>
<td>BSO 26 Jan 1990</td>
<td></td>
<td>11.5 – 22</td>
<td></td>
</tr>
<tr>
<td>BSO 20 Nov 1991</td>
<td></td>
<td>11 – 24</td>
<td></td>
</tr>
<tr>
<td>BSO 04 Dec 1991</td>
<td></td>
<td>12 – 25</td>
<td></td>
</tr>
<tr>
<td>BSO 11 Dec 1991</td>
<td></td>
<td>13.5 – 24.5</td>
<td></td>
</tr>
<tr>
<td>EASOE</td>
<td>BSO</td>
<td>31 Jan 1992</td>
<td>13 – 23.5</td>
</tr>
<tr>
<td>BSO 09 Feb 1992</td>
<td></td>
<td>13 – 28</td>
<td></td>
</tr>
<tr>
<td>BSO 10 Mar 1992</td>
<td></td>
<td>13 – 23</td>
<td></td>
</tr>
<tr>
<td>BSO 20 Mar 1992</td>
<td></td>
<td>11 – 27</td>
<td></td>
</tr>
<tr>
<td>SESAME</td>
<td>BSO</td>
<td>13 Feb 1995</td>
<td>11 – 26.5</td>
</tr>
<tr>
<td>BSO 20 Mar 1995</td>
<td></td>
<td>11 – 27.5</td>
<td></td>
</tr>
<tr>
<td>ILAS validation campaign</td>
<td>BSO</td>
<td>14 Feb 1997</td>
<td>21.5 – 27.5</td>
</tr>
<tr>
<td>SABINE</td>
<td>BSO</td>
<td>10 Aug 1998</td>
<td>11 – 30</td>
</tr>
<tr>
<td>THESEO</td>
<td>BSO</td>
<td>18 Jan 1999</td>
<td>10.5 – 23.5</td>
</tr>
<tr>
<td>BSO 30 Jan 1999</td>
<td></td>
<td>10 – 23</td>
<td></td>
</tr>
<tr>
<td>THESEO2000</td>
<td>BSO</td>
<td>19 Jan 2000</td>
<td>10 – 27</td>
</tr>
<tr>
<td></td>
<td>BSO</td>
<td>25 Jan 2000</td>
<td></td>
</tr>
<tr>
<td><strong>Tropics (0 to 15S)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AMETHYSTE</td>
<td>MIR</td>
<td>Jan - Feb 1994</td>
<td>17/22 - 26</td>
</tr>
</tbody>
</table>

The cryogenic hygrometer for aircraft

This instrument is the same as the open stratospheric balloon version; however, it has been adapted to aircraft installation and certification requirements [Ovarlez and van Velthoven, 1997]. During aircraft flights on the DLR Falcon (maximum altitude: 13 km), the ambient air flows into the instrument through an air inlet from the aircraft fuselage (a modified Rosemount temperature housing). Thus gas-phase measurements are accomplished without sampling ice particles. The airflow is generated by the difference between the dynamic pressure at the air inlet and the static pressure at the outlet. To prevent contamination from dense low-level clouds, the air inlet is opened after the first kilometres of the aircraft ascent. The air pressure is measured immediately at the sensor head of the hygrometer, so that the water vapour volume mixing ratio is given by the ratio between the water vapour saturation pressure at the measured frost-point and the measured air pressure.
Table 1.4  LMD aircraft missions

<table>
<thead>
<tr>
<th>Project</th>
<th>Period</th>
<th>No. of flights</th>
<th>Latitudes</th>
<th>Longitudes</th>
<th>Comparisons</th>
</tr>
</thead>
<tbody>
<tr>
<td>POLINAT*</td>
<td>Nov 1994</td>
<td>8</td>
<td>30-60N</td>
<td>0-30W</td>
<td></td>
</tr>
<tr>
<td>POLINAT*</td>
<td>May-Jun 1995</td>
<td>8</td>
<td>30-60N</td>
<td>0-30W</td>
<td></td>
</tr>
<tr>
<td>POLINAT2**</td>
<td>Sep-Oct 1997</td>
<td>8</td>
<td>30-60N</td>
<td>0-30W</td>
<td>Vay et al., 2000</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Helten et al., 1999</td>
</tr>
</tbody>
</table>

* Ovarlez and van Velthoven [1997] and Ovarlez et al. [1999]; ** Ovarlez et al. [2000].

Other airborne frost point hygrometers

The Meteorological Research Flight (Farnborough, UK) has carried out humidity measurements since 1943 using frost point hygrometers. The first measurements were obtained from a B17 Flying Fortress up to 37700 ft [Brewer, 1944]. From 1944 to 1952, the hygrometers were employed onboard several Mosquito aircraft for measurements up to 44000 ft or 160 hPa [Bannon et al., 1952]. The instrument characteristics of this first hygrometer used in the UT/LS are described by Brewer et al. [1946]. Since 1954, a Canberra aircraft was used for regular measurements from the upper troposphere up to approximately 150 hPa. Data obtained from this aircraft are reported in several reports and publications, such as Helliwell [1960], Roach [1962], Cluley and Oliver [1978] and Foot [1984]. Measurements in the 1970s were made on a regular basis every 3-4 months between 45°N and 65°N. Cluley and Oliver [1978] estimate that the standard deviation of the frost point arising from random effects is 0.5°C; in the range 2 to 10 ppm this is equivalent to a standard deviation of about 7% in mass mixing ratio.

The Spyers-Duran [1991] NCAR instrument, a cryogenic frost point hygrometer, has been used on aircraft.

The hygrometers made by Buck Research, e.g. used on the German Falcon research aircraft by DLR [Busen and Buck, 1995] and on the NASA DC-8 aircraft, are cryogenic frost-point hygrometers, working in the range +30 to –95°C, with an uncertainty of 0.3°C, and a response time of 6 to 30 seconds depending on the environmental parameters.

Other commercial instruments are used on research aircraft, in the mid troposphere, such as the General Eastern instrument. They use a Peltier device to cool the mirror.

Chilled mirror hygrometers used for calibration standards

Advanced commercial chilled mirror hygrometers are used as calibration standards for some of the hygrometers discussed in this Assessment as well as by National Standard Institutes such as in the U.S., in Germany and in Spain.

The General Eastern Instruments thermoelectric sensor series 1311 DR (DRX) is designed for frost point measurements down to -70°C (-75°C). The accuracy of the instrument is quoted to ±0.2°C (±0.15°C). Lower frost points, i.e. -90°C (-95°C), can be determined with a hygrometer of MBW Elektronik AG (Switzerland), the K-1806/DP30-SHS (SHSX) system. This hygrometer system is accurate to ±0.1°C. More technical details and other commercial chilled mirror hygrometers are reviewed by Wiederhold [1997].
1. Instrumentation and data sets

1.2.2 Lyman-α hygrometers

The method used to measure H$_2$O by a fluorescence technique was developed by Kley and Stone [1978] and Bertaux and Delannoy [1978]. The photodissociation of H$_2$O molecules by radiation at wavelengths $\lambda < 137$ nm produces electronically excited OH:

$$\text{H}_2\text{O} + \text{hv} (\lambda < 137 \text{ nm}) \rightarrow \text{OH} (A^2\Sigma^+) + \text{H}(^2\text{S}) \quad (1.1)$$

The electronically excited OH relaxes to the ground state by fluorescence or by collisions with other molecules M:

$$\text{OH} (A^2\Sigma^+) \rightarrow \text{OH} (X^2\Pi) + \text{hv} (\lambda = 305-325 \text{ nm}) \quad (1.2a)$$

$$\text{OH} (A^2\Sigma^+) + \text{M} \rightarrow \text{OH} (X^2\Pi) + \text{M} \quad (1.2b)$$

By measuring the intensity of the emitted fluorescence, the H$_2$O abundance can be determined. The number of fluorescence photons $N_f$ is given by

$$N_f = \frac{[\text{H}_2\text{O}]}{[\text{air}]} \cdot J \cdot \Phi \cdot \frac{1}{kq/A_0 + 1} \quad (1.3)$$

$[\text{H}_2\text{O}]$ and $[\text{air}]$ denote respectively the concentration of H$_2$O and air molecules, $J$ the photodissociation rate of reaction (1.1), $\Phi$ the quantum efficiency for excited state OH production via (1.1), $A_0$ the Einstein coefficient of reaction 1.2a, and $kq$ the quenching coefficient of the OH radical in air (reaction 1.2b). In the UT/LS, that is, for altitudes below 20 km, $[\text{air}] \cdot kq/A_0 >> 1$, and equation 1.3 can be approximated by

$$N_f = C \cdot \frac{[\text{H}_2\text{O}]}{[\text{air}]} \quad (1.3')$$

The factor $C$ includes molecular coefficients from the literature as well as instrument specific quantities. If $C$ is a constant, the number of detected fluorescence photons is proportional to the H$_2$O mixing ratio $[\text{H}_2\text{O}] / [\text{air}]$ for measurements in the UT/LS. For measurements at higher altitudes, equation 1.3 has to be used to obtain correct water vapour mixing ratios.

In reality, $C$ is a function of $J$ and thus depends on the photon flux in the fluorescence volume, which in turn depends on variations of the lamp intensity and absorption by atmospheric gases. In the vacuum UV (VUV) spectral region, absorption by oxygen and water vapour has to be taken into account. The attenuation and variation of the VUV radiation have to be monitored when determining H$_2$O mixing ratios by measuring the fluorescence signal. The Lyman-α line at $\lambda = 121.6$ nm coincides with a narrow deep minimum in the oxygen absorption cross section and thus enables measurements with the fluorescence technique down to the middle troposphere. Measurement of the absorption of Lyman-α radiation at higher concentrations can be used for quantification of H$_2$O abundances in the troposphere as well [e.g. Tillman, 1965]. Such instruments [e.g. Buck, 1976] are used on several research aircraft as part of the basic instrumentation.

The most advanced Lyman-α fluorescence hygrometers have been developed in the laboratories at NOAA in Boulder, at Harvard and in Jülich (Germany). Though they are based on the same technique, they differ in several experimental details, and also in their calibration procedure. The instruments are employed on different aircraft and balloons from the UT up to 35 km
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altitude. Rocket borne measurements in the mesosphere using this technique have been reported by Khaplanov et al. [1996].

One of the advantages of this technique is the large dynamic range for measurements from the UT at several hundred ppmv to dry stratospheric air masses where changes of the order of 0.1 ppmv can still be detected. Large flow rates through the hygrometers can be achieved for contamination-free measurement together with integration times on the order of 1 s for detection of small-scale features in the atmosphere.

The NOAA Lyman-α hygrometers

The NOAA balloon-borne Lyman-α fluorescence hygrometer was developed by Kley and Stone [1978]. The actual flight instrument for use in the stratosphere has been described and characterised by Kley et al. [1979]. This was an open-cell design with a radio-frequency discharge Lyman-α light source. The stray light intensity across the cell and the intensity in the fluorescence region were monitored by nitric oxide ionisation cells. The instrument was flown at night to eliminate solar scatter.

A characteristic of this and successive NOAA Lyman-α fluorescence hygrometers is their method of in situ calibration through the simultaneous measurement of water vapour concentration by absorption and OH fluorescence. The in situ calibration uses Beer’s law at the wavelength of Lyman-α radiation and has two constants, namely the water vapour absorption cross section at Lyman-α [Kley, 1984] and the distance between light source and nitric oxide intensity monitor. The instrument was flown at night to eliminate solar scatter.

Table 1 of Kley et al. [1979] gives an example for the determination of C for a typical balloon flight. The precision of C obtained from 48 in situ calibrations, over the altitude range of 6-10 km with water vapour absorption ranging from 90% to 5%, was 18%, and constituted the single largest error in the overall accuracy of the balloon-borne instrument. The 2σ uncertainty of the water vapour absorption cross section at Lyman-α is 6%. Other error sources are negligible.

The first aircraft instrument was a closed cell design with a microwave discharge lamp. This instrument was operated in a pressurised container for thermal stability. Lyman-α intensity was monitored across the cell with a NO ionisation cell. This instrument was built for the Panama STEP U-2 campaign. The instrument design and calibration procedure are documented by Kley et al. [1983]. In short, the in situ calibration of the Panama instrument was achieved during level flight in the tropopause region whenever short duration events of large water vapour mixing ratios occurred, superimposed on much smaller background mixing ratios. Thus, the calibration is equivalent to the one described above for the balloon instrument except that the total pressure and, therefore, the oxygen absorption does not change during an absorption event. A disadvantage of the Panama instrument was the irregular and relatively infrequent occurrence of natural absorption events.

The U2 aircraft instrument was modified in 1981 for regular (every 15 minutes) calibration procedures. A small (200 cm³) cylinder is filled with 100-200 atm of air. The high pressure air is allowed to flow over a frit with a saturated cotton swab, then over a capillary into a second small cylinder, filling it with humidified air over a period of 15 minutes to a pressure of
approximately 1000 hPa. A magnetically operated valve then opens and allows the second cylinder to empty its contents through a second capillary into the main air stream, upstream of the fluorescence chamber. The small pressure increase in the fluorescence chamber is negligible, but the mixing ratio of water is increased, initially to mixing ratios of approximately 500 ppmv. Set by the conductance of the second capillary, the mixing ratio decays exponentially to ambient levels with a time constant of approximately 1 min. From the measurement of transmitted Lyman-α light intensity it is possible to derive absolute water vapour mixing ratios (above ambient background). The calibration was performed every 15 minutes over a wide range of mixing ratios. Water vapour mixing ratios of approximately 500 ppmv at the high end, down to values around 20 ppmv at the low end were used to derive the calibration constant. Accounting for preabsorption of Lyman-α light before entering the field of view of the OH fluorescence detector, the response of the fluorescence signal was extremely linear. The slope of fluorescence intensity versus absolute water vapour mixing ratio yields the sensitivity constant. The precision of the in-flight calibrations (every 15 minutes during a 5 hour flight) was typically 1-2%.

Error sources for the U2 instrument include a negligible error from photon counting statistics from fluorescence and background signal and a contribution from water vapour outgassing. However, the latter contribution would decay to very small amounts after approximately 1.5 hours into the flight and played no role during the final descent profiles. Since the Lyman-α absorption cross section is accurately known with a 2σ standard deviation of 6% [Kley, 1984] and the only other parameter (distance between the Lyman-α light source and the nitric oxide ionisation chamber) is measured, it follows that the calibration of the fluorescence instrument must be accurate to the uncertainty of the Lyman-α water vapour absorption cross section.

Since the calibration is always done at ambient conditions of pressure, flow rate, oxygen partial pressure and trace gas composition, errors in the calibration constant that might arise from systematic errors possibly connected to the above parameters are avoided.

The present NOAA Lyman-α instrument is also a closed cell design, optimised for a high flow rate to minimise the effect of trapped water. Heated inlet lines vaporise the ice before reaching the hygrometer. The Lyman-α source is a DC discharge lamp. The Lyman-α intensity is monitored with an iodine ionisation cell that is sensitive from 115 nm to 135 nm. A magnesium fluoride beam splitter samples the source with the ionisation cell placed equidistant from the source and the detected fluorescence region. This arrangement accounts for the preabsorption in the cell from oxygen and water. Water vapour is injected into the air stream and the absorption and fluorescence are measured as above to provide an in-flight calibration. A calcium fluoride filter is inserted during the calibration sequence to measure background radiation from the lamp at 309 nm (about 200 counts per second) and any radiation between 125 and 135 nm. Two hygrometers were built in an attempt to independently measure total water and water vapour. They were flown in the partially pressurised Q bay of the ER-2 [Kelly et al., 1989]. The instrument has since been modified to fly unpressurised on the WB-57.

The main sources of error of the present aircraft instrument are the accuracy of the water Lyman-α absorption cross section and the Poisson counting statistics of the signal and background. The 2σ uncertainty of the water vapour absorption cross section uncertainty is 6%. The counting period for both instruments is 1 s. Count rates are in the range of 500-1000 counts per second per ppmv of water. For 4 ppmv the 1σ counting error is about 4%. The total 2σ error is 10% at 4 ppmv for 1 second data and 6.6% at 4 ppmv and 10 second data.

Areas of concern in the present NOAA instrument are spectral impurities in the DC lamp and trapped water. Other wavelengths are not as effective as Lyman-α in producing fluorescence. The spectral purity of the lamp is checked during the descents by using the oxygen and the
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Water Lyman-α absorption cross-sections and the measured pressure and water to remove their absorption effects. If the lamp intensity is constant then the result should be independent of pressure unless there are spectral lines with different cross sections. The calcium fluoride cut-off filter gives a second measure of any Lyman-β and contamination, usually less than 0.1%.

**Table 1.5** Missions of the NOAA-AL Lyman-α hygrometer

<table>
<thead>
<tr>
<th>Mission</th>
<th>Location</th>
<th>Lat.</th>
<th>Long.</th>
<th>Dates</th>
<th>No. of flights</th>
<th>Carrier</th>
</tr>
</thead>
<tbody>
<tr>
<td>-</td>
<td>Brazil</td>
<td>5S</td>
<td>39W</td>
<td>27 Sep 78</td>
<td>1</td>
<td>balloon</td>
</tr>
<tr>
<td>-</td>
<td>Wyoming</td>
<td>41N</td>
<td>105W</td>
<td>19 Sep 79 - 12 Feb 83</td>
<td>5</td>
<td>balloon</td>
</tr>
<tr>
<td>STEP</td>
<td>Wyoming</td>
<td>41N</td>
<td>105W</td>
<td>14 Jul 81</td>
<td>1</td>
<td>U-2</td>
</tr>
<tr>
<td>ACE</td>
<td>California</td>
<td>38N</td>
<td>122W</td>
<td>02 Dec 80 - 21 Jan 83</td>
<td>23</td>
<td>U-2</td>
</tr>
<tr>
<td>-</td>
<td>Texas</td>
<td>32N</td>
<td>96W</td>
<td>07 May 81, 10 Oct 83</td>
<td>2</td>
<td>balloon</td>
</tr>
<tr>
<td>-</td>
<td>Wyoming</td>
<td>41N</td>
<td>105W</td>
<td>14 Jul 81</td>
<td>1</td>
<td>U-2</td>
</tr>
<tr>
<td>STEP</td>
<td>California</td>
<td>38N</td>
<td>122W</td>
<td>02 Dec 80 - 21 Jan 83</td>
<td>23</td>
<td>U-2</td>
</tr>
<tr>
<td>STEP</td>
<td>California</td>
<td>41N</td>
<td>105W</td>
<td>07 May 81, 10 Oct 83</td>
<td>2</td>
<td>balloon</td>
</tr>
<tr>
<td>STEP</td>
<td>Darwin</td>
<td>12S</td>
<td>131E</td>
<td>08 Jan 87 - 19 Feb 87</td>
<td>11</td>
<td>ER-2</td>
</tr>
<tr>
<td>AAOE</td>
<td>Chile</td>
<td>53S</td>
<td>71W</td>
<td>12 Aug 87 - 03 Oct 87</td>
<td>12</td>
<td>ER-2</td>
</tr>
<tr>
<td></td>
<td>Chile</td>
<td>44-90S</td>
<td>71W</td>
<td>22 Aug 87 - 29 Sep 87</td>
<td>13</td>
<td>DC-8</td>
</tr>
<tr>
<td>AASE</td>
<td>California</td>
<td>38N</td>
<td>122W</td>
<td>06 Oct 88 - 05 Dec 88</td>
<td>5</td>
<td>ER-2</td>
</tr>
<tr>
<td></td>
<td>Norway</td>
<td>59N</td>
<td>6E</td>
<td>29 Dec 88 - 21 Feb 89</td>
<td>13</td>
<td>ER-2</td>
</tr>
<tr>
<td></td>
<td>Norway</td>
<td>59-90N</td>
<td>6E</td>
<td>02 Jan 89 - 15 Feb 89</td>
<td>14</td>
<td>DC-8</td>
</tr>
<tr>
<td>-</td>
<td>PEM west</td>
<td></td>
<td></td>
<td>25 Feb 91, 26 Feb 91</td>
<td>2</td>
<td>ER-2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>01 Sep 91 - 21 Oct 91</td>
<td>2</td>
<td>DC-8</td>
</tr>
<tr>
<td>AASE II</td>
<td>Alaska, Maine</td>
<td>65N</td>
<td>147W</td>
<td>04 Oct 91 - 14 Oct 91</td>
<td>4</td>
<td>ER-2</td>
</tr>
<tr>
<td></td>
<td>+ transits</td>
<td></td>
<td>45N</td>
<td>69W</td>
<td>15</td>
<td>ER-2</td>
</tr>
<tr>
<td>SPADE</td>
<td></td>
<td></td>
<td></td>
<td>02 Nov 91 - 26 Mar 92</td>
<td>4</td>
<td>ER-2</td>
</tr>
<tr>
<td>ASHOE</td>
<td>California</td>
<td>38N</td>
<td>122W</td>
<td>02 Feb 94 - 04 Nov 94</td>
<td>6</td>
<td>ER-2</td>
</tr>
<tr>
<td>MAESA</td>
<td>Hawaii</td>
<td>20N</td>
<td>160W</td>
<td>02 Nov 91 - 26 Mar 92</td>
<td>4</td>
<td>ER-2</td>
</tr>
<tr>
<td></td>
<td>+ transits</td>
<td></td>
<td>45N</td>
<td>69W</td>
<td>15</td>
<td>ER-2</td>
</tr>
<tr>
<td></td>
<td>New Zealand</td>
<td></td>
<td></td>
<td>02 Nov 91 - 26 Mar 92</td>
<td>4</td>
<td>ER-2</td>
</tr>
<tr>
<td>WAM</td>
<td>Texas</td>
<td>25N</td>
<td>95W</td>
<td>09 Apr 98-07 May 99</td>
<td>6</td>
<td>WB-57</td>
</tr>
</tbody>
</table>

**The Harvard Lyman-α hygrometers**

The Harvard balloon-borne Lyman-α has been described by Weinstock et al. [1990]. Briefly, Lyman-α radiation from a RF discharge lamp photodissociates water vapour in a 6 inch duct. The OH fluorescence is collected at right angles to the lamp and airflow through an interference filter centred at 315 nm with a 10 nm bandwidth and detected with a photomultiplier tube. A photodiode sensitive to vacuum ultraviolet radiation was used to both monitor lamp intensity and, with the aid of an actuator to change absorption path length, to measure water vapour by absorption. The walls are maintained at about –100°C to prevent outgassing while data is taken during a valve-down descent at velocities of 3-6 m/sec. A large fan is used to aid in the airflow through the duct.
This instrument performed successfully in 4 flights launched from Palestine, Texas, during the summers of 1987-1989, as described in Schwab et al. [1990]. The data were taken during balloon valve-down descent as tabulated below. The quoted accuracy of these 2-σ data is 40% in 1987 for a 2-minute average and 30% in 1988 and 1989 for a 30-second average.

**Table 1.6** The Harvard balloon data set

<table>
<thead>
<tr>
<th>Date</th>
<th>Altitude range (km)</th>
<th>Latitude</th>
<th>Longitude</th>
</tr>
</thead>
<tbody>
<tr>
<td>15 Jul 87</td>
<td>15-32</td>
<td>32 N</td>
<td>98 W</td>
</tr>
<tr>
<td>06 Jul 88</td>
<td>16-34</td>
<td>32 N</td>
<td>98 W</td>
</tr>
<tr>
<td>28 Jul 89</td>
<td>17-37</td>
<td>32 N</td>
<td>98 W</td>
</tr>
<tr>
<td>25 Aug 89</td>
<td>18-37</td>
<td>32 N</td>
<td>98 W</td>
</tr>
</tbody>
</table>

The Harvard Lyman-α instrument for the NASA ER-2 aircraft was described in detail by Weinstock et al. [1994], with an update in Hintsa et al. [1999]. Briefly, Lyman-α (121.6 nm) radiation from a RF discharge lamp photodissociates water vapour in a 3 inch square duct. The OH fluorescence is collected at right angles to the Lyman-α beam through a filter and detected with a photomultiplier tube. At ER-2 altitudes (5-21 km) the observed detector signal is proportional to the water vapour volume mixing ratio. Solar and lamp scatter near 315 nm is measured by using a quartz window to periodically block the Lyman-α beam. The fluorescence signal is normalised to lamp intensity measured by a vacuum photodiode opposite the lamp. A rear-surface MgF₂ mirror surrounding the diode reflects some of the radiation back across the duct to a second diode, allowing water measurements by direct (Beer’s Law) absorption in the mid-to-upper troposphere. Flow velocities in the duct are typically 30-70 m/sec for fast time response and to avoid (and directly test for) contamination from walls. Data are typically reported every 4 seconds, corresponding to 1 km horizontal resolution on the ER-2, but 8 Hz data are available for high resolution work (aircraft wake crossings, etc.). The precision is typically ±0.1 ppmv for a 4 second measurement in the stratosphere.

The instrument is calibrated in the laboratory by flowing known amounts of water vapour in air through the detection axis. Saturated air-water mixtures are prepared by passing air from 50 to 500 ccm at standard temperature and pressure through a two-stage bubbler apparatus, then diluted with dry air at approximately 5000 to 40000 ccm at standard temperature and pressure before being sent to the detection axis. Brooks flow controllers, individually calibrated to an accuracy of 1%, are used to control the respective flows. The bubbler apparatus is held in a well-insulated water bath with temperature measured to ±0.1 degree, providing a partial pressure of water accurate to better than 1% at the bubbler. The instrument response is linear up to concentrations of ~10¹⁶ H₂O/cm³ (typical of the mid-troposphere). The accuracy of the calibration system is 5% based on uncertainties in temperature, pressure, and gas flow, and has been verified by direct absorption both along and across the detection axis.

The calibration is checked in-flight by comparing Lyman-α photofragment fluorescence with direct absorption measurements of water vapour, similar to the method of Kley et al. [1979], using the atmosphere to provide a wide range of H₂O concentrations. Data at ER-2 cruise altitudes (where concentrations are ~10¹³/cm³) are used to provide a reference signal (I₀) for absorption on ascent and descent. At lower altitudes, concentrations are high enough (10¹⁴-10¹⁵/cm³) for measurements of I, and hence the water vapour concentration by direct absorption: ln(I/I₀)=σ[H₂O]·l, where σ is the absorption cross-section of H₂O at 121.6 nm and l (9.2 cm) is the path length. The first diode measures the lamp intensity at the mirror surface (to account for changes in lamp flux), and the second diode detects the intensity of the reflected beam after it has passed through the absorption path, so the ratio (diode 1 signal/diode 2 signal) is used for I and I₀. Absorption by O₂ is also accounted for. During nearly 100 flights from 1992 to 1997, the
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abundance of water vapour determined by absorption typically agreed to within ±10% of fluorescence measurements.

Level flight tracks of the ER-2 in the mid-to-upper troposphere provide near-ideal conditions to compare water vapour measured by fluorescence and absorption. Water vapour can vary by 10-100 ppmv at one altitude with other atmospheric conditions (temperature, pressure, etc.) nearly constant. This approach has very high stability, and in addition, O₂ number density changes very little on level flight tracks, so even large errors in the O₂ cross-section have only a minor effect on these measurements. Since 1995, these in-flight comparisons have been made on seven flights, with agreement between absorption and fluorescence averaging 1%. Figure 1.3 shows an example of the agreement between delta water vapour measured by absorption and fluorescence taken from a level segment of the July 25, 1996 flight. The slope is very close to unity, better than can be expected from estimated measurement uncertainties. The slight offset is related to the choice of initial and final segments and can be positive or negative on different flights. Forcing the best fit to go through the origin has at most a ~2% effect.

Based on laboratory calibrations and in-flight calibration checks, the instrument is accurate to ±5%, with an additional systematic uncertainty of 0.1 ppmv. A number of possible sources of error in the measurements have been examined. Contamination (desorption of water) from walls is checked for by periodically varying the duct velocity during each flight, and is found to be absent. To investigate the temperature dependence of quenching, the Lyman-α hygrometer was calibrated from room temperature to -30°C, and no change in sensitivity was found. Radiation from the Lyman-α lamp other than at 121.6 nm is another potential source of error. Lamp spectra from 115 to 150 nm usually show less than 1% intensity at wavelengths other than Lyman-α, and these are blocked by a flowing cell containing O₂ and N₂ in front of the lamp. The lamps do produce some radiation near 315 nm, but the use of an anti-reflection coated quartz window to block the Lyman-α beam (for measurements of background) reduces the required correction to the data to <2%.

![Figure 1.3](image-url) Regression of delta water vapour by absorption and fluorescence on a level flight track on July 25, 1996. An average water vapour mixing ratio of 124 ppmv, corresponding to the start and end of the flight track, has been subtracted from the fluorescence measurement to give the changes over the flight segment. Because there is no way to get a true I₀ for absorption, only changes in water vapour can be compared. The slope is very close to unity, indicating excellent agreement between the two methods for this flight.
Table 1.7 The Harvard ER-2 data set

<table>
<thead>
<tr>
<th>Campaign</th>
<th>Location</th>
<th>Latitude</th>
<th>Longitude</th>
<th>Altitude (km)</th>
<th>No. of flights</th>
<th>Dates</th>
</tr>
</thead>
<tbody>
<tr>
<td>SPADE</td>
<td>Ames</td>
<td>21N - 41N</td>
<td>117-125W</td>
<td>8-20</td>
<td>3</td>
<td>09 - 20 Nov 92</td>
</tr>
<tr>
<td></td>
<td>Ames</td>
<td>15N - 60N</td>
<td>117-125W</td>
<td>8-20</td>
<td>11</td>
<td>23 Apr - 18 May 93</td>
</tr>
<tr>
<td>CEPEX</td>
<td>Fiji</td>
<td>17S - 2N</td>
<td>176W-178E</td>
<td>8-20</td>
<td>3</td>
<td>18 Mar - 06 Apr 93</td>
</tr>
<tr>
<td>STRAT</td>
<td>Ames</td>
<td>15N - 41N</td>
<td>117-123W</td>
<td>8-20</td>
<td>4</td>
<td>08 - 17 May 95</td>
</tr>
<tr>
<td></td>
<td>Hawaii</td>
<td>2N - 35N</td>
<td>120-160W</td>
<td>8-20</td>
<td>6</td>
<td>20 Oct - 02 Nov 95</td>
</tr>
<tr>
<td></td>
<td>Ames</td>
<td>15N - 41N</td>
<td>117-123W</td>
<td>8-20</td>
<td>3</td>
<td>05 - 09 Nov 95</td>
</tr>
<tr>
<td></td>
<td>Hawaii</td>
<td>2N - 35N</td>
<td>120-160W</td>
<td>8-20</td>
<td>5</td>
<td>26 Jan - 02 Feb 96</td>
</tr>
<tr>
<td></td>
<td>Ames</td>
<td>15N - 41N</td>
<td>117-123W</td>
<td>8-20</td>
<td>4</td>
<td>18 - 30 Jul 96</td>
</tr>
<tr>
<td></td>
<td>Hawaii</td>
<td>2N - 35N</td>
<td>120-160W</td>
<td>8-20</td>
<td>4</td>
<td>01 - 10 Aug 96</td>
</tr>
<tr>
<td></td>
<td>Ames</td>
<td>15N - 41N</td>
<td>117-123W</td>
<td>8-20</td>
<td>4</td>
<td>13 - 21 Sep 96</td>
</tr>
<tr>
<td></td>
<td>Hawaii</td>
<td>2N - 35N</td>
<td>120-160W</td>
<td>8-20</td>
<td>4</td>
<td>06 - 11 Dec 96</td>
</tr>
<tr>
<td></td>
<td>Ames</td>
<td>15N - 41N</td>
<td>117-123W</td>
<td>8-20</td>
<td>5</td>
<td>04 - 13 Dec 96</td>
</tr>
<tr>
<td>POLARIS</td>
<td>Ames</td>
<td>15N - 60N</td>
<td>117-147W</td>
<td>8-20</td>
<td>4</td>
<td>16 - 24 Apr 97</td>
</tr>
<tr>
<td></td>
<td>Alaska</td>
<td>64N - 90N</td>
<td>110-148W</td>
<td>8-20</td>
<td>7</td>
<td>26 Apr - 13 May 97</td>
</tr>
<tr>
<td></td>
<td>Alaska</td>
<td>64N - 90N</td>
<td>110-148W</td>
<td>8-20</td>
<td>6</td>
<td>26 Jun - 10 Jul 97</td>
</tr>
<tr>
<td></td>
<td>Alaska</td>
<td>20N - 90N</td>
<td>110-160W</td>
<td>8-20</td>
<td>8</td>
<td>08 - 21 Sep 97</td>
</tr>
<tr>
<td></td>
<td>Hawaii</td>
<td>2N - 41N</td>
<td>117-160W</td>
<td>8-20</td>
<td>2</td>
<td>23 - 25 Sep 97</td>
</tr>
<tr>
<td>SOLVE</td>
<td>Sweden</td>
<td>68N</td>
<td>21E</td>
<td>8-20</td>
<td>6</td>
<td>20 Jan - 03 Feb 00</td>
</tr>
<tr>
<td>Sweden</td>
<td>68N</td>
<td>21E</td>
<td>8-20</td>
<td>5</td>
<td>03-15 Mar 00</td>
<td></td>
</tr>
</tbody>
</table>

The Jülich Lyman-α hygrometers (FISH)

The Fast In situ Stratospheric Hygrometer (FISH) developed at the Forschungszentrum Jülich (Germany) is described in detail by Zöger et al. [1999a]. Today, three different hygrometers exist, one for employment on large stratospheric balloons, and two for use on different aircraft (German Falcon of DLR, Dutch Cessna Citation of TU Delft, German Lear Jet of GFD, Russian M55 Geophysika of MDB).

FISH consists of a closed, vacuum-tight fluorescence cell, a Lyman-α radiation source, a PMT in photon-counting mode, detectors to monitor the VUV radiation output of the Lyman-α lamp, and a mirror drive that controls the measuring cycle: determination of the fluorescence and background count rate (N₁ and N₃) and of the lamp intensity Uₓ. Thus the relative count rate

\[ N_f^\prime = \frac{N_1 - f_u N_3}{U_B} \]  \hspace{1cm} (1.4)

with an instrumental parameter fₓ is used in equation 1.3, and C and fₓ are determined by calibration in the laboratory.

The FISH measurement frequency is 1 Hz. At this frequency the noise equivalent mixing ratio at 3 ppmv is 0.2-0.15 ppmv, and the detection limit is 0.18-0.13 ppmv, depending on the quality of the lamp. Applying an autocovariance analysis on field data obtained with FISH confirms this precision.

On aircraft, FISH is usually connected to a forward-directed heated inlet that allows for measurement of total water. The enhanced sampling efficiency of larger particles has been quantified in Schiller et al. [1999]. The ram pressure maintains flow rates that allow an exchange of the air in the whole system within approximately 1 s. For balloon measurements,
also using a heated inlet line, measurements are carried out only during descent, with a pump used to enhance the flow.

FISH is calibrated between flights in the laboratory using a calibration bench [Zöger et al., 1999a] under realistic conditions, that is varying the H₂O mixing ratio of the test air from a few ppmv to several hundred ppmv and the pressure from 1000 to 10 hPa. A frost point hygrometer (General Eastern 1311 DRX, recently also MBW K-1806/DP30-SHSX) is used as a reference instrument. The quoted accuracy of the frost point measurement is ±0.15 K (±0.1 K for the MBW instrument), corresponding to an uncertainty of 4% (3%) in the H₂O partial pressure at 210 K. Including an error of the pressure measurement in the calibration bench, the H₂O mixing ratio can be determined with an accuracy better than 5%. As a result of several field campaigns, the factors C and f_u determined in this calibration do not change significantly from flight to flight except when a detector has to be exchanged [Eicke, 1999].

FISH can also be calibrated during in-flight operation by measuring the absorption of Lyman-α radiation whenever the optical depth of H₂O is sufficient [Zöger et al., 1999a]. This method is occasionally applied as a cross check of the aforementioned laboratory calibration. Figure 1.4 shows an example using cross sections determined by Kley et al. [1984]. Both methods yield a discrepancy of the H₂O mixing ratios of 15%, which however is not significant within the combined errors (including that of O₂ absorption to be considered in the UT). As discussed in Zöger et al. [1999a], the discrepancy might be caused by differences of the effective cross sections used, which depend on the line shape of the individual Lyman-α radiation sources.

![Figure 1.4](image)

**Figure 1.4** Relative count rate N_f* as a function of the H₂O mixing ratio for the FISH calibration for the aircraft mission on the 10th March 1997. Solid symbols and the corresponding regression line show the laboratory calibration before the flight using the frost point hygrometer as reference. Open symbols denote calibration points obtained in the same calibration cycle, but the H₂O mixing ratio is calculated from the simultaneous absorption measurements of FISH.

FISH measurements focus on the tropopause region at mid and high northern latitudes in different seasons. A couple of balloon flights, again at mid and high latitudes, extend the data set into the middle stratosphere. Recently, measurements from the Russian M55 Geophysika aircraft up to 20 km altitudes have been made at mid-latitude and in the tropics.
Table 1.8 Aircraft and balloon experiments with FISH

<table>
<thead>
<tr>
<th>Project</th>
<th>Platform</th>
<th>Period</th>
<th>No. of Flights</th>
<th>Location</th>
<th>Lat.</th>
<th>Long.</th>
<th>Altitudes</th>
</tr>
</thead>
<tbody>
<tr>
<td>- 1 balloon</td>
<td></td>
<td>20 Sep 93</td>
<td>1</td>
<td>France</td>
<td>44N</td>
<td>0E</td>
<td>8-33 km</td>
</tr>
<tr>
<td>- 2 Falcon</td>
<td></td>
<td>Mar 95</td>
<td>2</td>
<td>Germany</td>
<td>47-54N</td>
<td>9-12E</td>
<td>5-13 km</td>
</tr>
<tr>
<td>STREAM IIa 3</td>
<td>Citation</td>
<td>May-Jun 96</td>
<td>8</td>
<td>Ireland</td>
<td>52-57N</td>
<td>14W-5E</td>
<td>5-13 km</td>
</tr>
<tr>
<td>POLSTAR I 3,4</td>
<td>Falcon</td>
<td>Jan-Feb 97</td>
<td>6</td>
<td>Sweden</td>
<td>66-82N</td>
<td>10W-23E</td>
<td>5-13 km</td>
</tr>
<tr>
<td>ILAS balloon</td>
<td></td>
<td>11 Feb 97</td>
<td>1</td>
<td>Sweden</td>
<td>68N</td>
<td>21E</td>
<td>8-26 km</td>
</tr>
<tr>
<td>STREAM IIb 3</td>
<td>Citation</td>
<td>Mar 97</td>
<td>4</td>
<td>Sweden</td>
<td>63-73N</td>
<td>10-22W</td>
<td>5-13 km</td>
</tr>
<tr>
<td>- Falcon</td>
<td></td>
<td>Aug 97</td>
<td>2</td>
<td>Germany</td>
<td>46-53N</td>
<td>2-18E</td>
<td>5-13 km</td>
</tr>
<tr>
<td>POLSTAR II 3</td>
<td>Falcon + Lear Jet</td>
<td>Jan-Feb 98</td>
<td>6</td>
<td>Sweden</td>
<td>62-82N</td>
<td>10W-21E</td>
<td>5-13 km</td>
</tr>
<tr>
<td>STREAM III</td>
<td>Citation</td>
<td>Jun-Jul 98</td>
<td>8</td>
<td>Canada</td>
<td>46-56N</td>
<td>90-74W</td>
<td>5-13 km</td>
</tr>
<tr>
<td></td>
<td>transits</td>
<td>2</td>
<td></td>
<td>transfits</td>
<td>48-64N</td>
<td>80W-5E</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>APE ETC M55</td>
<td></td>
<td>Dec 98</td>
<td>5</td>
<td>Italy</td>
<td>44N</td>
<td>12E</td>
<td>8-20 km</td>
</tr>
<tr>
<td>THESEEO balloon</td>
<td></td>
<td>06 Feb 99</td>
<td>1</td>
<td>Sweden</td>
<td>68N</td>
<td>21E</td>
<td>7-28 km</td>
</tr>
<tr>
<td></td>
<td></td>
<td>03 May 99</td>
<td>1</td>
<td>France</td>
<td>44N</td>
<td>0E</td>
<td>7-31 km</td>
</tr>
<tr>
<td>APE THESEEO M55</td>
<td></td>
<td>Feb-Mar 99</td>
<td>7</td>
<td>Seychelles</td>
<td>3N-10S</td>
<td>48-62E</td>
<td>8-20 km</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td></td>
<td>transfits</td>
<td>44N-5S</td>
<td>12-55E</td>
<td>8-20 km</td>
</tr>
<tr>
<td>APE-GAIA M55</td>
<td></td>
<td>Oct 99</td>
<td>3</td>
<td>transfits</td>
<td>54S-37N</td>
<td>68-6W</td>
<td>8-20 km</td>
</tr>
<tr>
<td>THESEEO 2000 balloon</td>
<td></td>
<td>27 Jan 2000</td>
<td>1</td>
<td>Sweden</td>
<td>68N</td>
<td>21E</td>
<td>7-26 km</td>
</tr>
<tr>
<td></td>
<td></td>
<td>01 Mar 2000</td>
<td>1</td>
<td>Sweden</td>
<td>68N</td>
<td>21E</td>
<td>7-27 km</td>
</tr>
</tbody>
</table>

1. Zöger et al. [1999b], 2 Zöger et al. [1997], 3 Eicke [1999] and Schiller et al. [1998], 4 Schiller et al. [1999]

Others

A Lyman-α fluorescence hygrometer has been developed and operated by the Central Aerological Observatory (CAO) in Moscow, Russia [Yushkov et al., 1995]. The instrument is designed with an open layout for contamination-free measurements, therefore its use is restricted to nighttime observations (solar zenith angle <94°). Since 1991, a series of balloon flights up to 35 km using these hygrometers has been made at high northern latitudes [Khattatov et al., 1994, Yushkov et al., 1998].

1.2.3 Tuneable Diode Laser (TDL) spectrometers

JPL open-path tuneable diode laser spectrometers

Measurement of water vapour from aircraft platforms using external, open-path, optical absorption spectrometers provides a simple and direct in situ approach to the problem of obtaining water vapour abundances in the troposphere and lower stratosphere. With no containing walls or sample inlets, measurements can be made free of concerns related to wall reactions, flow rate restrictions, or “sticking”, and with a high sampling rate limited only by the capability of the signal processing electronics and software. In addition, high-resolution detection of individual rotation-vibration lines in the near- and mid-infrared regions allows complete discrimination against liquid or solid H₂O (i.e. rain or ice particles) allowing accurate measurements of water vapour in clouds.
Two near-infrared aircraft instruments have been developed recently at the Jet Propulsion Laboratory (JPL) [May, 1998] and have been flown on the NASA ER-2 and DC-8 research aircraft since 1997. Both operate with similar electronics and software, but differ in their external optical arrangements.

The JPL laser hygrometers utilise second harmonic absorption spectroscopy [Webster et al., 1988]. While this technique alters the observed spectroscopic line shape and requires a quantitative transfer function for the signal processing electronics, gas concentration is ultimately derived from the Beer-Lambert law which relates observed line centre absorption to absorber number density,

$$\rho = \frac{-\ln[\tau(\nu)]}{k(\nu)L}$$  \hspace{1cm} (1.5)

\(\rho\) is the absorber number density, \(\tau(\nu)\) is the observed transmission at wave number \(\nu\), and \(L\) is the optical absorption path length. \(k(\nu)\) is the absorption coefficient and requires knowledge of the line strength and molecular line shape for the transition of interest.

In the second harmonic detection technique a small-amplitude sinusoidal modulation is added to the base sawtooth laser current scan ramp. The detector signal is demodulated at twice the sine wave frequency to produce second harmonic line shapes. To quantify an observed 2f spectral line the amplitude of the sine wave modulation must also be known precisely. Techniques for determining the modulation amplitude are described by May and Webster [1993].

The ER-2 instrument contains a multipass Herriott cell [Herriott et al., 1964; Altmann et al., 1981] and was designed primarily for measurements in the stratosphere where water vapour concentrations typically fluctuate around a mean value near 5 ppmv. The optical path length is 11.13 m enabling measurements in the range from 400 to 0.1 ppmv. For the DC-8, which could not reach the stratosphere during CAMEX-3, measurements were desired from the ground to the aircraft ceiling of 42000 feet and an optical path length of 50 cm was chosen. In this case a multipass system is not required and the laser beam travels a simple “there and back” path between the laser/detector head, and a small return mirror. With this system, measurements from 30000 to 8 ppmv can be made.

The optical absorption paths are located outside the aircraft boundary layer on both aircraft. On the ER-2 this required locating the optical path >5 cm from the superpod skin. For the DC-8 the location required a much larger distance from the aircraft skin, and the optical path was positioned 15.3 cm away. The total optical path within the evacuated optical housings is <1 cm, which eliminates any residual H₂O absorption which could add uncertainty to the measurement.

The base spectrum scan rate for the ER-2 instrument is 10 Hz, meaning that measurements can, in principle, be made at this sampling rate. However, spectrum processing times dictate slower sampling rates and multiple spectra were averaged for the POLARIS and WAM missions to produce a net sampling period of 1-2 seconds. Recently, a new laser controller was designed which increased the signal detection frequency by more than an order of magnitude (from 20 kHz to 256 kHz). The base scan rate dropped to 8 Hz and the number of averaged scans adjusted accordingly to maintain an approximate 2 s sampling period. The higher frequency controller was used for the DC-8 instrument (where beam jitter was not a problem due to the double-pass arrangement) and is expected to result in significantly improved SNR for future ER-2 and WB57F flights. Figure 1.5 shows ER-2 data from a POLARIS flight (May 2, 1997) of the ER-2 where a measurement precision of +0.05 ppmv for a two second integration time is demonstrated.
If all spectral line parameters and the electronics response are known with high precision, the data processing matrix (with appropriate Beer's law corrections) would be sufficient to produce accurate water vapour volume mixing ratios at all pressures and temperatures. However, uncertainties in several independent parameters can cause pressure- and temperature-dependent errors that are difficult to quantify at the few percent level in a second-harmonic spectrometer. The most important of these parameters are the air-broadening coefficient and its dependence on temperature, the exact value for the laser modulation amplitude, and the detailed behaviour of the electronic signal demodulator with respect to residual amplitude (RAM) noise generated by the laser. Analytical laboratory calibrations are therefore used to derive correction curves to the data after initial processing.

The laboratory calibration procedure is to flow a standard gas mixture through the optical cell and then immediately through a NIST-traceable chilled mirror hygrometer (General Eastern model 1311DR, see Section 1.1.1). Two methods have been used to make a leak-tight chamber: either the entire H₂O instrument is installed in a thermal-vacuum chamber, or a telescoping tube is installed between the two mirrors of the optical cell. Calibration measurements are made over wide ranges in mixing ratio, temperature and pressure (50-200 ppmv, 50-500 hPa, 250-300 K) to map out differences between the actual instrument response, and the predicted response [May, 1998].

Number density is the fundamental quantity measured by the laser hygrometers, as defined by Equation 1.5. This can be converted to volume mixing ratio, dew point, etc. using measurements of pressure and temperature. For the POLARIS ER-2 flights the final accuracy in the measurements was a function of pressure and has been estimated at 5% for pressures <100 hPa,
8% for pressures 100-200 hPa, and 10% for pressures >200 hPa [May, 1998]. Using analytical correction curves derived from laboratory calibrations the accuracy for the CAMEX-3 DC-8 measurements is expected to be reduced to approximately 5% at all pressures.

A summary of the missions of the JPL laser hygrometers is given in Table 1.9 (flight count does not include engineering and test flights). For the ER-2 and WB57F, measurements were made from approximately 5 km altitude up to the aircraft ceilings in the 18-20 km range. The DC-8 measurements were made from the surface to the aircraft ceiling of 13 km.

### Table 1.9 JPL laser hygrometer missions.

<table>
<thead>
<tr>
<th>Mission</th>
<th>Platform</th>
<th>Dates</th>
<th>No. of flights</th>
<th>Deployment site</th>
<th>Latitude</th>
<th>Longitude</th>
</tr>
</thead>
<tbody>
<tr>
<td>POLARIS</td>
<td>ER-2</td>
<td>Apr-Sep 1997</td>
<td>24</td>
<td>Fairbanks, Alaska</td>
<td>3S-90N</td>
<td>73-171W</td>
</tr>
<tr>
<td>WAM</td>
<td>WB57F</td>
<td>Apr 1998</td>
<td>3</td>
<td>Houston, Texas</td>
<td>9-46N</td>
<td>73-108W</td>
</tr>
<tr>
<td>CAMEX-3</td>
<td>DC-8</td>
<td>Jul-Sep 1998</td>
<td>20</td>
<td>Cocoa Beach, Florida</td>
<td>14-40N</td>
<td>63-86W</td>
</tr>
<tr>
<td></td>
<td>ER-2</td>
<td>Dec 2000</td>
<td>11</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**The LaRC/ARC diode laser hygrometer (DLH)**

The Diode Laser Hygrometer (DLH), developed by NASA’s Langley and Ames Research Centers (LaRC and ARC), has flown on the NASA DC-8 aircraft in several field missions including those given in Table 1.10 [Vay et al., 1998; Vay et al., 2000; Cho et al., 2000]. The sensor consists of a compact laser transceiver mounted to a DC-8 window port and the sheet of retro-reflecting “road sign” material applied to the DC-8 engine enclosure that completes the optical path. The retro-reflecting sheet returns the beam to the laser transceiver thereby completing a 28.5 meter round trip in the free airstream. This sensor approach has a number of advantages including compactness, simple installation, fast response time, no wall or inlet effects, and wide dynamic measurement range (several orders of magnitude).

Using differential absorption detection techniques similar to those described in Sachse et al. [1987 and 1991], gas-phase water (H\textsubscript{2}O(v)) is sensed along the external path. For dry conditions (generally altitudes > 6 km), the diode laser wavelength is swept across a strong, isolated line at 7139.1 cm\(^{-1}\) while for altitudes typically < 6 km the laser wavelength sweep is locked onto a weaker line at 7133.9 cm\(^{-1}\). By normalising the laser differential absorption signal with the laser power signal, the H\textsubscript{2}O(v) measurement is unaffected by clouds, haze, plumes, etc. thereby enabling high spatial resolution measurements in and around clouds. The H\textsubscript{2}O(v) mixing ratio is computed by an algorithm from the differential absorption magnitude, ambient pressure and temperature, and coefficients derived from laboratory calibration of the sensor. The calibration is conducted prior to each field mission and involves measuring the sensor response to humidified air flowing through each of two chambers (of lengths 1 and 3 meters). A matrix of optical depth and pressure values is generated in these chambers by varying: (1) moisture content in the flow (ultra dry air and humidified air typically ranging from 0º to 10ºC dew point), (2) path length (1 or 3 m), and (3) chamber pressure from 100 to 1000 hPa. The moisture content in the calibration flow is monitored by an Edgetech model 2001 dew point hygrometer with accuracy of ±0.2ºC traceable to NIST. Sensor response to varying magnitudes of laser wavelength sweep is also recorded. From this collection of calibration data and temperature-dependent line parameter information taken from HITRAN 96 [Rothman et al., 1998], separate sets of calibration coefficients for the strong and weak H\textsubscript{2}O(v) lines are calculated and provided to the algorithm which reduces raw sensor data to H\textsubscript{2}O(v) mixing ratio.
### Table 1.10 Missions using the LARC/ARC Diode Laser Hygrometer.

<table>
<thead>
<tr>
<th>Mission</th>
<th>Dates</th>
<th>No. of flights</th>
<th>Deployment site</th>
<th>Latitude</th>
<th>Longitude</th>
</tr>
</thead>
<tbody>
<tr>
<td>SUCCESS</td>
<td>Apr - May 1996</td>
<td>6</td>
<td>Salina, Kansas</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### 1.2.4 Radiosondes

Radiosondes have for several decades been the primary means of obtaining atmospheric vertical profile data from the surface to the lower stratosphere, for use in operational meteorological forecasts and, more recently, for assessment of climate trends from the archived data. The instrument packages are carried aloft by balloons (or dropped from aircraft or rockets, in the case of dropsondes) and are generally equipped with temperature, humidity, and pressure sensors. An overview of radiosonde instruments is given in *WMO* [1996], and *Pratt* [1985] reviews the quality of temperature and humidity data.

Currently, the global radiosonde network includes about 900 upper-air stations, and about two-thirds make observations twice daily (at 0000 and 1200 UTC). The network is predominantly land-based and favours the Northern Hemisphere. Radiosondes can achieve heights of about 35 km, although many soundings terminate below 20 km.

Measurements are made and transmitted during ascent, however the data archives may not contain the complete sounding. Radiosonde data are commonly acquired either every 2 s or every 10 s during flights. Given balloon ascent rates of about 5 m/s, the sounding data offer vertical resolution of 10-50 m. Operational data transmissions are required by the WMO at about 20 mandatory reporting levels up to 1 hPa (although soundings rarely attain that pressure level), and significant level data are required when the profiles deviate substantially from linearity between mandatory levels, thus detailed structure may not be fully captured in the archived operational reports. However, since 1995, the U.S. National Weather Service has archived data every 6 s for greatly enhanced vertical resolution.

Of the three basic radiosonde measurements, humidity observations are the most difficult to make because of the wide dynamic range needed for an instrument to measure water vapour concentrations varying by four or five orders of magnitude throughout the sounding. Humidity sensor performance depends on rapid exchange of water molecules with the air, and at cold temperatures, low water vapour mixing ratios make the measurement difficult. For this reason, the quality of humidity data from radiosondes is generally thought to decrease with decreasing water vapour content, temperature, and pressure [*Elliott and Gaffen*, 1991]. Stratospheric
humidity data from radiosondes are essentially useless [WMO, 1996, Schmidlin and Ivanov, 1998], and much of the archived upper-tropospheric humidity data for the past several decades is unsuitable for the purposes of this Assessment.

The data come from radiosondes by various manufacturers, some producing multiple models, based on a variety of humidity sensor types. In each case, the fundamental quantity measured is relative humidity. The most commonly used are: goldbeater's skin sensors (used mainly in China, Russia, and the FSU); lithium chloride sensors (used in U.S. radiosondes before 1965, currently only in India); carbon hygristors; and thin-film capacitors. Goldbeater's skin (beef peritoneum) sensors, more commonly used in the early decades of upper-air observations, give reliable humidity observations only at temperatures above 0°C [Schmidlin and Ivanov, 1998], making the upper-tropospheric and stratospheric observations of no value. Lithium chloride sensors, perform poorly at very high or very low humidity; have long time constants of response; are severely affected by wetting by rain [Mathews, 1965, Showalter, 1965]; and are deemed unreliable at pressures lower than 600 hPa [WMO, 1996].

Because of the widespread use of radiosondes carrying carbon hygristors and thin-film capacitors, much of the existing data archive is based on these sensors. Here, the recent findings on the performance of these two sensors in the upper-troposphere and the possibility of correcting some upper-tropospheric humidity data from thin-film capacitors are summarised.

Carbon hygristors are polystyrene strips, coated with a hygroscopic film containing carbon particles, whose electrical resistance increases with relative humidity. Carbon hygristors respond very slowly at temperatures below –40°C (typical of the upper troposphere and lower stratosphere) and do not function at all at –60°C. These data are considered so unreliable that many countries have special data reporting practices for low temperatures [Gaffen, 1993]. For example, humidity measurements below -40°C were not reported by the U.S. National Weather Service until 1993 (when they were introduced in response to requests from data users), and significant caveats are warranted with the post-1993 data [Wade, 1994, 1995]. Recent tests suggest that carbon hygristors have a moist bias at relative humidities above about 60% [Schmidlin and Ivanov, 1998]. They can also experience hysteresis after exiting clouds, resulting in significant humidity errors.

Thin-film capacitors (marketed as Humicap) are used on Vaisala and Meisei radiosondes. The capacitors have one electrode treated with a polymer film whose dielectric constant varies with ambient water vapour pressure. Though thin-film capacitors also respond more slowly at low temperatures, they are faster than carbon hygristors. Therefore, the upper-tropospheric humidity data from thin-film capacitors are potentially more valuable. There are three types of Vaisala humidity sensors:

a) Humicap A (RS80-A). This is the original RS80 humidity sensor and the only one in use until the mid-90s. It has a time constant of 100 s at -50°C and 400 s at -70°C, thus it will respond to 63% of a step change in humidity over a vertical distance of 0.5 and 2 km respectively. Experience has shown that there is a dry bias in the A type sensor at cold temperatures (see below).

b) Humicap H type (RS80-H). This sensor is smaller than the A type and responds more quickly. It appears not to suffer the same biases as the A type [Kley et al., 1997] and is capable of measurement up to the tropopause. The sensor’s reproducibility in the lower troposphere is quoted as ±3% in relative humidity [http://www.vaisala.com]. Unfortunately, there is at present no reliable estimate of the accuracy of this sensor at the higher levels.
c) RS90 sensor. The new Vaisala radiosonde has an improved humidity sensor, which is designed to counter the problem of icing in clouds (see below). Other than this change the sensor is similar to the Humicap-H, with a modest improvement in accuracy in the upper troposphere. To date few countries have adopted the RS90 operationally, and its performance in the upper troposphere has not been determined.

The sensors are subject to several well-understood sources of measurement error. Corrections for some of these are now becoming available. However, before applying corrections to archived data, it is recommended to consult the operating weather services because the information on which type of sensor was used for a particular sounding is not archived with the data. The known error sources are:

1. An approximation for the temperature dependence of the calibration causes an error that increases with decreasing temperature, and is significant at temperatures below -30°C for RS80-A measurements and below -50°C for RS80-H measurements. Observations by Heymsfield and Miloshevich [1995] and Kley et al. [1997] showed significant low biases of up to 30% relative humidity at -65°C in measurements from the RS80-A sensor within ice clouds (where the relative humidity should be at least saturated with respect to ice, about 55%). This error is merely a data processing error, not an inherent limitation of the sensor, and a temperature-dependent correction is available (see Chapter 2.2.4, figure 2.12).

2. A time-lag error is caused by an increase in the sensor's time constant (63% response time) with decreasing temperature. The time constant for both sensors exceeds one minute at temperatures below about -50°C and two minutes below about -60°C. Given typical balloon rise rates, the sensors will respond to 63% of a step change in humidity over vertical distances of about 0.6 or 1.2 km at these temperatures [Paukkunen, 1995]. The time constant for the sensors has been measured as a function of temperature, so it may be possible to correct these errors if the sounding data possess sufficient time resolution.

3. The sensors are susceptible to dry-bias errors that result from chemical contamination of the sensor polymer and from long-term sensor instability (sensor ageing). Corrections for these errors are being developed; however, the contamination issue is being addressed by Vaisala with changes in the radiosonde packaging, thus the applicability of the corrections will often be questionable for archived data.

4. Icing of the sensors when passing through clouds renders the remainder of the humidity profile invalid. The new Vaisala radiosonde, model RS90, addresses this problem by alternating observations between two sensors, heated to remove ice.

Although radiosonde sensors respond to relative humidity, sounding data can be reported in terms of either relative humidity or dew point depression, depending on the data archive. Differences in data reduction methods lead to small differences in reported dew point depression that are largest in cold dry conditions [Elliott and Gaffen, 1993]. In addition, errors in temperature and pressure observations will influence humidity variables computed using those data. Temperature and pressure errors tend to be larger in the upper-troposphere and stratosphere than in the lower troposphere. Many, but not all, radiosonde stations adjust the temperature data for solar and infrared radiation errors, and lag errors. However, these adjustments are empirical and not tailored to detailed atmospheric conditions (e.g. cloudiness) that influence the actual errors.

The simultaneous use of different radiosonde types within the global network can lead to differences in upper-tropospheric humidity across geopolitical boundaries, as seen by Soden and Lanzante [1996]. For long-term climate studies, changes in radiosonde instrumentation and
methods of observation can introduce artificial signals into the data record [Gaffen, 1993, 1994, Ross and Gaffen, 1998]. Therefore, care must be taken to verify both the spatial and temporal homogeneity of radiosonde data used to determine climatological features as well as interannual and longer changes in atmospheric water vapour.

In conclusion, of the many different radiosonde humidity sensors, only the thin film capacitor sensors are capable of measuring in the upper troposphere. The Humicap sensors are and have been widely used all over the world, and so offer, potentially, a valuable climatological archive. However, the existence of several uncorrected and poorly documented sources of measurement error at cold temperatures, as well as changes in radiosonde instrumentation and reporting practices, render most archived humidity data unsuitable for upper-tropospheric climate studies without extreme care in assessing the accuracy of individual radiosonde types and reporting practices and their changes with time. The availability of corrections to known errors and newer humidity sensor technologies may offer improved data in the upper troposphere. Global deployment of more reliable radiosondes on a routine basis would provide a very valuable source of in situ water vapour profiles.

1.2.5 MOZAIC sensors

MOZAIC (Measurement of Ozone by Airbus In-Service Aircraft), operated since August 1994, is a project for the automated measurement of ozone and water vapour onboard five Airbus A340 aircraft on scheduled flights of commercial European airlines [Marenco et al., 1998]. The flights cover a large extent of both hemispheres and will go on for several years on a regular time schedule. The percentage of different flight routes is shown in Figure 1.6. For the period between August 1994 and December 1998, data from more than 10,000 flights with an average of more than 8 hours length are available in the MOZAIC database at Centre National de Recherche Météorologique, (CNRM, Toulouse, France). Also, for nearly each flight altitude profiles of ascent and descent at the respective airports are available, giving a total of more than 19,000 profiles.

Figure 1.6 Overview of flight routes with MOZAIC water vapour measurements for the period August 1994 to December 1998. The numbers give the percentage of flight routes.
Relative humidity and temperature are measured in situ with an airborne sensing device AD-PS2 (Aerodata, Braunschweig, Germany) mounted in an appropriate housing (Model 102 BX, Rosemount Inc., Aerospace Division, United States) [Helten et al., 1998]. The humidity sensor (Humicap-H, similar to the Vaisala RS80) is a capacitive sensor with a hydroactive polymer film as dielectric whose capacitance depends on the relative humidity (see section 1.2.4). The temperature sensor, a platinum resistance sensor (PT100), is mounted parallel to the humidity sensor near its sensing surface for the direct measurement of the temperature.

The housing with both sensors is positioned outside the fuselage, 7 m backward from the aircraft nose on the left side just below the cockpit. The air is sampled at 7 cm distance from the aircraft skin, well outside the aircraft boundary layer. Inside the housing the air is divided into two parts. The main flow traverses straight through the housing. The minor flow makes a right angle turn to a smaller channel, perpendicular to the main channel, passing over the sensor elements before leaving the housing through a small outlet, located at the lower back side of the housing. The right angle turn of the secondary airflow protects the sensors against dust, water droplets, and particles. The internal boundary layer air is sucked off through small holes in the sidewalls of the housing, minimizing internal boundary layer effects.

The air entering the housing is subject to adiabatic compression by the strong speed reduction in the inlet part of the housing. The conversion of the kinetic energy of the sampled air into heat leads to a significant temperature increase of the air sampled by the sensor. The temperature of the ambient air, called static air temperature (SAT), can be computed from the air temperature measured inside the housing, called total recovery temperature (TRT), if the air speed of the aircraft is known. TRT deviates by less than 1°C from the total air temperature (TAT) which is to be expected by an exact 100% conversion of the kinetic energy of the sampled air into heat inside the housing. The correction of the TRT is performed with an empirical correction factor provided by the housing manufacturer, determined from a series of wind channel experiments. The relationship between SAT and TAT is a function of the Mach number.

Due to adiabatic heating, the relative humidity measured inside the sensor housing, called dynamic relative humidity (RH_D), is much lower than the ambient relative humidity, called static relative humidity (RH_S), which has to be determined. Their ratio is given by

\[
\frac{RH_S}{RH_D} = \left(\frac{SAT}{TAT}\right)^\frac{C_p}{C_v} \frac{E_w(TAT)}{E_w(SAT)}
\]  

where \(E_w(SAT)\) and \(E_w(TAT)\) are the water vapour saturation pressures of pure liquid water at static air and total air temperature respectively. \(C_p (= 1005 \text{ J kg}^{-1} \text{ K}^{-1})\) and \(C_v (= 717 \text{ J kg}^{-1} \text{ K}^{-1})\) are the specific heats of dry air at constant pressure and volume respectively.

The ratio \(RH_S/RH_D\) is the product of two factors. The first compensates for adiabatic compression, while the second accounts for the different water vapour saturation pressures at SAT and TAT, respectively. The dynamic relative humidity, RH_D, measured by the sensing element is appreciably lower than the static relative humidity, RH_S, due to the adiabatic temperature increase in the housing. Therefore, at cruise altitude, typically above 8 km, the sensor is working in the lowest 10% of its full dynamic range. In this region the ratio \(RH_S/RH_D\) increases to values of 13, and it is obvious that individual calibrations of each sensor are necessary.
The temperature in the housing is typically 27°C higher than the ambient air temperature, so that the sensor temperature is always operated above -40°C. This increases the accuracy of the sensor, and makes its response faster in comparison with Humicap-H sensors operated on radiosondes.

Each MOZAIC humidity sensor is normally changed each month and calibrated in the laboratory before installation and again after 500 hours of flight operation. The calibrations are executed in an environmental simulation chamber in the laboratory [Smit et al., 1994]. Pressure, temperature, and frost point temperature are computer-controlled to simulate typical tropospheric conditions, including tropopause and lower stratosphere up to 15 km altitude. Frost point temperatures down to -70°C can be reached. The water vapour mixing ratio is determined with a Lyman-α fluorescence hygrometer [Kley and Stone, 1978; Kley et al., 1979; Helten et al., 1998], installed in the simulation chamber as a reference instrument for the measurement of the water vapour mixing ratio. The accuracy of the H₂O mixing ratio measurements in the fluorescence mode of the instrument is ±6%, including random and systematic errors with inclusion of the accuracy of the absorption cross sections of H₂O and O₂ at 121.6 nm wavelength [Kley, 1984], which determines the calibration of the fluorescence measurement.

These calibrations revealed that the relative humidity of a calibrated sensor (RHₐ) for a constant temperature can be expressed by a linear relation

\[
RHₐ = a + b \cdot RH_{UC},
\]

where RHₐ is the uncalibrated output from an individual sensor, and a and b are coefficients that result from the calibration procedure. Each calibration is executed at three temperatures: -20°C, -30°C, and -40°C, resulting in three pairs of calibration coefficients a and b.

Figure 1.7  Mean uncertainty in percent RH of all 1995 MOZAIC relative humidity measurements (solid curve) as a function of static air temperature (bottom x axis). The corresponding altitude is indicated on the top x axis. The standard deviation of the mean is marked by the dashed curves. The region not covered by pre-flight and post-flight calibrations (lower troposphere, see text) is indicated with an estimated mean uncertainty (dashed/dotted line).

The mean of the pre- and post-flight calibration coefficients of each flight period are used to evaluate the measurements. The differences between both sets of these calibration coefficients give the main contribution to the uncertainty of the measurement [Helten et al., 1998]. The variations of the uncertainties of the RH measurements were determined as the mean of all
individual total uncertainties over all MOZAIC data from 1995 as a function of SAT (Figure 1.7). The standard deviation is also shown. The uncertainty ranges from ±7% RH at -55°C (≈13 km) down to ±4% RH at -40°C (≈10 km). At a lower altitude, for SAT ranging between -40°C (≈9 km) and -20°C (≈6 km) the uncertainty is within ± (4-6) % RH, increasing above 0°C (near ground level) to ±8% RH. For the region below 5 km altitude, only an interpolation between our sensor calibrations below -20°C and the nominal calibration of the sensor manufacturer is used, indicated as a dashed dotted line in Figure 1.7. A standard deviation is also not quoted for this altitude range. For the data in 1999, the sensor calibration procedure in the environmental calibration chamber will also include this temperature (=altitude) range.

1.2.6 Cryogenic collection

Compared to other in situ techniques, cryogenic collection of water vapour is a somewhat cumbersome technique and it also offers a lower spatial resolution. Its use is restricted to some studies in the 60s and 70s. However, it allows one to measure also the concentration of the isotopic water molecules HDO and HTO. Historically, the first simultaneous in situ measurements of the vertical distribution of the major hydrogen compounds H2O, CH4, and H2 in the stratosphere have been made using this technique [Pollock et al., 1980].

The NCAR cryogenic whole air sampler [Lueb et al., 1975] and its operation have been modified for a number of balloon flights for measurement of the water content of the air samples collected [Pollock et al., 1980]. The various sampling systems consist of up to 16 stainless steel cylinders designed as a cryopump and which are filled during balloon descent. In the laboratory, aliquots of the sample are drawn into separate containers for gas chromatographic analysis of CH4, H2, and other long-lived tracers. The amount of water vapour is measured by separating the water from air in a cold trap. This is followed by reduction of H2O to H2 whose amount is measured volumetrically.

Although the principle of this technique is very simple, it is complicated by contamination. There are several steps during sample collection and transfer at which the original amount of water in the samples can be disturbed. Pollock et al. [1980] determined correction factors in separate experiments to compensate these artefacts. For the measurement of the H2O amount, the factors are generally below 20%. The accuracy of stratospheric H2O measurement is 0.3-1.0 ppmv for most of the samples analysed.

Between 1975 and 1978, the NCAR whole air sampler was used on eight balloon flights at different latitudes and analysed for water (Table 1.11). Data of H2O, the water isotopes, CH4 and H2 obtained during these flights including the individual uncertainties are listed in Pollock et al. [1980].

<table>
<thead>
<tr>
<th>Date</th>
<th>Latitude</th>
<th>Longitude</th>
<th>Altitude [km]</th>
<th>No. of samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>02 Jun 1975</td>
<td>32N</td>
<td>96W</td>
<td>17-34</td>
<td>14</td>
</tr>
<tr>
<td>14 Aug 1975</td>
<td>52N</td>
<td>102W</td>
<td>20-43</td>
<td>8</td>
</tr>
<tr>
<td>24 Sep 1975</td>
<td>32N</td>
<td>106W</td>
<td>33-39</td>
<td>4</td>
</tr>
<tr>
<td>27 Jan 1976</td>
<td>32N</td>
<td>96W</td>
<td>16-34</td>
<td>13</td>
</tr>
<tr>
<td>27 Feb 1976</td>
<td>32N</td>
<td>96W</td>
<td>36-41</td>
<td>4</td>
</tr>
<tr>
<td>10 Aug 1976</td>
<td>52N</td>
<td>102W</td>
<td>32-40</td>
<td>12</td>
</tr>
<tr>
<td>14 Aug 1977</td>
<td>52N</td>
<td>102W</td>
<td>21-40</td>
<td>7</td>
</tr>
<tr>
<td>23 Apr 1978</td>
<td>65N</td>
<td>148W</td>
<td>21-40</td>
<td>7</td>
</tr>
</tbody>
</table>
Measurements of tropospheric H$_2$O and HTO vertical profiles were made aboard two aircraft between 1965 and 1973 [Ehhalt, 1971; Ehhalt, 1974]. Here, the water was separated from the air aboard the aircraft by passing the air through liquid N$_2$ or dry ice cooled traps and freezing out water. Sampling time varied from 15 to 60 min, depending on altitude. In the laboratory, the water amount was measured by weighing.

On the NCAR Queen Air flights, samples were collected at eight altitudes from 1.5 to 9 km. These flights were carried out in regular intervals in different periods given in Table 1.12. The flights on the Sabreliner extended the measurements to the upper troposphere, i.e. samples were taken at seven flight levels from 6 to 13 km. All the aircraft data are listed in Ehhalt [1974].

**Table 1.12** NCAR aircraft measurements of H$_2$O and HTO in the 60s and 70s.

<table>
<thead>
<tr>
<th>Period</th>
<th>Latitude</th>
<th>Longitude</th>
<th>Frequency / No. of flights</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nov 1965</td>
<td>41N</td>
<td>102W</td>
<td>1</td>
</tr>
<tr>
<td>Feb-Jun 1966</td>
<td>41N</td>
<td>102W</td>
<td>3 per month</td>
</tr>
<tr>
<td>Jul 1966 – Aug 1967</td>
<td>34N</td>
<td>125W</td>
<td>monthly</td>
</tr>
<tr>
<td>Mar 1971 – Jan 1972</td>
<td>41N</td>
<td>102W</td>
<td>nearly monthly</td>
</tr>
<tr>
<td>Nov 1972</td>
<td>41N</td>
<td>102W</td>
<td>1</td>
</tr>
<tr>
<td>Mar 1971 – Sep 1973</td>
<td>32N</td>
<td>96W</td>
<td>irregular</td>
</tr>
<tr>
<td>Feb 1972</td>
<td>Florida</td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>Sep 1972</td>
<td>37N</td>
<td>122W</td>
<td>1</td>
</tr>
</tbody>
</table>
1.3 Ground based, balloon-borne and airborne remote sensing instruments

A number of remote sensing instruments are used to measure water vapour on balloons, aircraft, or from the ground. They are discussed in this Chapter separately from space-borne sensors because the spatial and temporal coverage of such measurements is more comparable to that of in-situ hygrometers.

Several instruments are presented based on techniques exploiting absorption or emission features in the IR and far-IR spectral region in order to measure vertical profiles of water vapour and many other species from balloons and aircraft. Generally, they use similar measurement geometry, and thus retrieval algorithms, as satellite experiments and are therefore a useful tool for their validation. LIDARs are based on a profiling technique. They have been applied to H\(_2\)O measurements mainly at higher concentrations in the troposphere, but have recently also been extended to the lowest layers of the stratosphere. Microwave techniques are used for altitudes of the upper stratosphere and higher altitudes. As an independent technique, they provide useful information on the absolute H\(_2\)O abundance in the stratosphere.

Remote sensing measurements can also be influenced by contamination problems when the payload is outgassing in the stratosphere. If the measurement is carried out from the troposphere, the large ‘background’ signal from the moist lower levels reduces the data quality or resolution for stratospheric measurements.

1.3.1 Microwave instruments

The retrieval of water vapour profiles as a function of altitude with ground-based and aircraft-based microwave instruments relies upon the sensitivity of the observed spectrum to pressure broadening. The line width of the spectrum decreases monotonically with altitude, and the resultant signal can be deconvoluted to retrieve a vertical profile. A retrieval of the mesospheric portion of the water vapour profile therefore relies primarily on the emission measurements very near to the centre of the emission line, while the stratospheric portion is determined primarily from emission measurements further from line centre (Figure 1.8a). While tropospheric water vapour emission dominates the total signal received at the ground, the large line width of this tropospheric signal makes it possible to separate this contribution from the middle atmospheric component of the emission.

While ground-based instruments necessarily must simultaneously observe all of the layers of the atmosphere, limb sounders can make use of a narrow beam, and thereby measure emission that contains a large contribution from a narrow layer of the atmosphere near the tangent height. In making comparisons between instruments with large differences in resolution, the effect of the resolution difference can be quantitatively assessed by creating a lower resolution profile (\(x\)) from the original high-resolution profile (\(x_h\)). This is done by convoluting the higher resolution profile with the averaging kernels (\(A\)) of the lower resolution measurement, so that

\[
x = Ax_h + (I-A)x_a
\]  

(1.8)

where I is the identity matrix [Rodgers, 1990]. \(x_a\) is the a priori used in the lower resolution measurement, and the averaging kernels are determined by calculating the sensitivity of the lower resolution retrieval to changes in mixing ratio at different altitudes. A typical set of averaging kernels is shown in Figure 1.8b.
1. Instrumentation and data sets

Ground-based measurements of water vapour are generally made at 22.2 GHz, since this line is optically thin in the troposphere and thus allows continuous measurements of the middle atmosphere. At 22.2 GHz retrievals are possible up to ~80-90 km, at which point the Doppler broadening becomes greater than the pressure broadening. The 183 GHz line is usually optically thick in the troposphere, and can therefore be used for ground-based observations only at very high altitudes or when the troposphere is very dry. For aircraft-based measurements made from the stratosphere the strength of the 183 GHz transition makes it a better choice for water vapour observations. The line strengths of the 22.2 and 183 GHz transitions are taken from the calculated values given in the JPL spectral line catalogue [Pickett et al., 1998], and the line widths are taken from Liebe et al. [1993].

The microwave instruments described below are heterodyne spectrometers, i.e. they consist of a heterodyne receiver front end and a real-time spectrometer back end. In the heterodyne receiver the high frequency microwave radiation from the atmosphere is converted to a much lower
frequency band. In this low frequency band electronic methods can be applied in order to perform spectral analysis with a resolution $\Delta f$ of $10^7$ or even higher. Down-conversion creates two bands, the Lower Side Band (LSB) and the unwanted Upper Side Band (USB). The latter has to be suppressed, either by a wave guide filter (as for the MPAE instrument) or by an interferometer (as for the Bern instrument).

Because the intensity of the atmospheric microwave emission is very low, the receiver sensitivity is an important quantity. It is defined in terms of noise temperature $T_N$, i.e. related to the emitted radiation ("noise") of a blackbody of a certain temperature. The atmospheric emission is defined in terms of brightness temperature, $T_B$, of a blackbody. In general, $T_B$ is 1-3 orders of magnitude smaller than $T_N$. For instance, $T_B$ of the water line at 22 GHz is about 1 K, while a state-of-the-art receiver's sensitivity is about 100 K. The only way to resolve such an atmospheric line like water vapour is to average millions of water vapour spectra. This requires a real-time spectrometer. In a real-time spectrometer a time sequence $\tau$ of the atmospheric radiation has to be processed within this time interval $\tau$. Three types of real-time spectrometers are used for the instruments described below: Filterbank (WVMS), Chirp Transform Spectrometer (MPAE) and Acousto-Optical Spectrometer (Bern).

The combination of a very sensitive receiver with a real-time spectrometer, i.e. a device, which measures channel-to-channel variations that are much smaller than the overall signal, is very sensitive to all kinds of systematic errors created by unwanted emissions and reflections in and around the system. One way to eliminate these is to calibrate the system using blackbodies at one or two well known temperatures (calibration loads), assuming that the systematic errors are the same when looking either on the blackbody or the atmosphere. The difference of the atmospheric spectrum and the flat blackbody spectrum then removes most of the systematic errors (see Equation 1.10 below).

For more details of microwave radiometry of the atmosphere the reader is referred to Janssen [1993].

Figure 1.9 Microwave data sets of H$_2$O obtained during the 1990s.
The Naval Research Laboratory (NRL) ground-based water vapour millimeter-wave spectrometer (WVMS)

The Water Vapor Millimeter-wave Spectrometer (WVMS) instruments make high spectral resolution measurements at 22.2 GHz, the emission frequency of the $6_{16}-5_{23}$ rotational line of H$_2$O. The radiometer is based on a High Electron Mobility Transistors amplifier which is refrigerated to 20K and provides 30 dB gained over a 500-MHz bandwidth. Radiation enters the radiometer through a scalar feedhorn that has a FWHM beam size of $\approx 8^\circ$, after being reflected from an elliptical aluminium plate. A stepper motor rotates the aluminium plate that is inclined at a 45$^\circ$ angle to the axis of the motor and the horn, thus allowing variation of the measurement elevation angle. The WVMS2 and WVMS3 instrument spectrometers consist of a filter bank with thirty 14 MHz wide filters, thirty 2 MHz filters, twenty 200 kHz filters, and ten 50 kHz filters.

An estimate of the optical depth of the troposphere ($\tau_{trop}$) is obtained by tipping the instrument through 11 angles from 45$^\circ$ to 75$^\circ$ from zenith, using a high density of angles near 75$^\circ$ where the rate of change of air mass ($\mu$) as a function of angle is highest. To solve for the tropospheric optical depth NRL uses the measured system temperature from the widest filters ($T_{sys}$), estimate the receiver temperature and the atmospheric temperature ($T_{rx}$ and $T_{atm}$), and then solve for the tropospheric optical depth using a best fit to the equation

$$T_{sys} = T_{rx} + T_{atm} (1 - \exp(-\mu \tau_{trop}))$$

(1.9)

Following the determination of the tropospheric optical depth, the instrument observes for two $\approx 20$ minute scans with the mirror switching between a near zenith (reference) and low elevation angle (signal) position. In the reference position a blackbody target at ambient temperature is placed in the field of view in order to noise balance the measurements in the signal and reference position. The difference between the signal and reference measurements is the fundamental quantity used in the retrievals. The measurements are calibrated with a noise diode, which is itself calibrated weekly by alternately placing an ambient temperature and a liquid nitrogen load in front of the feedhorn. An optimal estimation technique [Rodgers, 1976] is used for the retrievals. Details of the measurement and retrieval technique are discussed in Nedoluha et al. [1995] and Nedoluha et al. [1996].

Three WVMS instruments have been in operation, providing nearly continuous measurements of water vapour from $\approx 40$-80 km. An integration time of $\approx 1$ week is required in order to achieve adequate signal-to-noise for retrievals at 80 km, while in the stratosphere daily retrievals are possible. For weekly retrievals the random error is estimated to be 4-7%, with the largest error at the highest altitudes. The altitude resolution is $\approx 10$ km, and systematic uncertainties are $\approx 5$-10%. The systematic uncertainties arise primarily from errors in the calibration and pointing. Uncertainties in the derived linear trends can be estimated from the accuracy to which the calibration and pointing can be re-established whenever repairs or improvements are made to the system. It is estimated that over a 4-5 year period the uncertainty in the derived linear trend is $\approx 1\%$ of the mixing ratio. Data is available from three sites, listed in Table 1.13.

Table 1.13 Measurement history of WVMS

<table>
<thead>
<tr>
<th>Measurement Site</th>
<th>Measurement Period</th>
</tr>
</thead>
<tbody>
<tr>
<td>Table Mountain, CA (34.4°N, 242.3°E)</td>
<td>17 May 1993 - 18 Nov 1997</td>
</tr>
<tr>
<td>Lauder, New Zealand (45.0°S, 169.7°E)</td>
<td>03 Nov 1992 - 21 Apr 1993</td>
</tr>
<tr>
<td></td>
<td>14 Jan 1994 to present</td>
</tr>
<tr>
<td>Mauna Loa, Hawaii (19.5°N, 204.4°E)</td>
<td>4. Mar. 1996 to present</td>
</tr>
</tbody>
</table>
1. Instrumentation and data sets

The MPAE ground-based microwave spectrometer (WASPAM)

The ground-based microwave spectrometer of the Max Planck Institut für Aeronomie (MPAE), the WASPAM (Wasserdampf und Spurengasmessungen mit Mikrowellen) experiment [Hartogh and Jarchow, 1995], observes the same water vapour transition as the WVMS, i.e. 22.235 GHz and the water vapour continuum at 31.5 GHz. A rotating mirror reflects the microwave radiation of the atmosphere, a cold load and a hot load alternately to a polarisation grid. While one polarisation passes the grid into the horn antenna of the 31.5 GHz receiver, the other polarisation is reflected via an elliptic mirror to the horn antenna of the 22 GHz receiver. The signal level is amplified by about 30 dB using three High Electron Mobility Transistors. The amplifier covers the frequency range of 20 to 24 GHz and is cooled to 20 K by a closed Helium loop. A steep low-pass filter at the output of the amplifier cuts off all frequencies above 22.5 GHz. The single sideband (SSB) receiver temperature is about 100 K. The filtered signal is down-converted to 300 MHz using a local oscillator frequency of 22.535 GHz and then applied to a 1.5 GHz wide amplifier. A Chirp Transform Spectrometer (CTS) with 2048 channels of 21 kHz resolution (i.e. 43 MHz bandwidth) performs the spectral analysis. The input centre frequency of the CTS is 300 MHz. The USB rejection is better than 15 dB. The CTS provides spectra every 47 µs. 128000 of these spectra are averaged, i.e. data are stored in 6-second intervals. The hot load consists of a microwave absorber temperature-stabilised to 300 K. The cold load consists of a microwave absorber cooled by a second closed helium loop and provides a brightness temperature of 77 K. The microwave window of the cold load consists of HDPE 1000 and is matched to 22.235 GHz. The brightness temperature of the atmosphere is calculated using

$$T_{\text{atm}} = \left[\frac{(P_{\text{atm}}-P_{\text{cold}})}{(P_{\text{hot}}-P_{\text{cold}})}\right] \cdot (T_{\text{hot}}-T_{\text{cold}}) + T_{\text{cold}}$$

(1.11)

P denotes the relative power output of the spectrometer in the three mirror positions, $T_{\text{hot}}$ and $T_{\text{cold}}$ are the temperatures of the calibration loads. This approach works well for this system due to the excellent linearity of the CTS.

The atmospheric radiation is received with a fixed elevation angle of 18 degrees and a beam width of 7 degrees FWHM. The tropospheric transmission is derived from the measured brightness temperature in the line wings of the water vapour line, assuming that the troposphere is a single layer with a constant temperature. It can be shown that the error of this approach is negligible for low brightness temperatures of the atmosphere and small line amplitudes [Jarchow, 1998]. This is also the case for the water vapour measurement at 22 GHz.

Two retrieval techniques have been applied to determine altitude profiles of water vapour from the measured spectra: the approach by Backus and Gilbert [1970] and the optimal estimation technique [Rodgers, 1976]. While the latter gives the best results when retrieving single spectra, for instance for a weekly or monthly mean, the former has advantages for retrieving continuous data sets, especially when there are large variabilities in the tropospheric transmission [Jarchow and Hartogh, 1995]. The altitude coverage of the data is 35 to 85 km. For weekly retrievals in the altitude range of 40-80 km the random error is estimated to be 0.15 ppmv. The altitude resolution is about 10 km. The systematic errors range between 0.1 ppmv at 80 km and 0.5 ppmv at 40 km. The main source of systematic errors, the so-called baseline, occurs due to reflections in the receiver. The contribution of pointing errors to the total systematic error is negligible for our system. A detailed error analysis is described in Jarchow [1998].

The 22 GHz system provided the first useful data in 1993. It has been in almost permanent operation since 1994 at mid-latitudes [Hartogh and Jarchow, 1995] and since 1995 in the Arctic [Seele and Hartogh, 1999] (Table 1.14).
A 183 GHz system has been developed and used from 1991 until 1994 [Hartogh et al., 1991]. The system consists of a Schottky receiver cooled to 20 K with a single sideband (SSB) noise temperature of 500 K and a combined filterbank (28 channels, 1.2 GHz bandwidth) / CTS (1024 channels, 40 MHz bandwidth) back-end. Most of the time the system has been operated from MPAE, a site with only moderate microwave observation conditions (140 m altitude). Therefore, only a few useful profiles of middle atmospheric water vapour during mid-February 1993 have been obtained. The advantage of the 183 GHz measurement is that once the line can be observed it is likely to be much stronger than the 22 GHz line and therefore much less sensitive to baselines. As a result water vapour can be retrieved down to altitudes of 20 or even 15 km. Hartogh et al. [1994] showed that ground-based water vapour data at 183 GHz can be obtained from central European measurement sites above 3000 m altitude for more than 100-150 days per year.

Table 1.14 Measurement history of MPAE instruments

<table>
<thead>
<tr>
<th>Measurement Site</th>
<th>System</th>
<th>Measurement Period</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lindau, Germany (51°N, 10°E)</td>
<td>183 GHz</td>
<td>14 - 16 Feb 1993</td>
</tr>
<tr>
<td>Lindau, Germany (51°N, 10°E)</td>
<td>22 GHz</td>
<td>01 Oct 1994 - 5 Oct 1995</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6 Jul 1997 to present</td>
</tr>
</tbody>
</table>

Microwave radiometry of water vapour from aircraft

If microwave observations of H₂O are performed above the troposphere, from aircraft or balloons, the transition at 183.310 GHz is much better suited as its line strength is stronger by two orders of magnitude than the 22.235 transition. The brightness temperature for the 183 GHz line observed from aircraft is approximately 100 K in contrast to that measured from the ground at 23 GHz that is only a few tenths of a degree. Therefore the integration time of a microwave receiver will be much shorter for the stronger line. This offers the opportunity to deduce latitudinal variations of water vapour if observed from a moving platform. For this reason a microwave radiometer for operation from aircraft was built at the University of Bern several years ago and used in a first test flight in 1984 followed by an aircraft campaign in 1988 [Peter et al., 1988]. The instrument has been modified and optimised since then and used in new campaigns in the nineties [Peter and Kämpfer, 1994; Peter, 1998a; Peter, 1998b, see also Kämpfer, 1995, for a review of the techniques used at the University of Bern in Switzerland]. These campaigns, which took place in different seasons, offered the opportunity to investigate the seasonal and latitudinal variability of water vapour from the subtropics to the Arctic. An overview of the campaigns performed so far with an indication of the latitudinal coverage is given in Table 1.15. The instrument also has been modified for use together with a submillimeter receiver for the detection of ClO, HCl and O₃. Today the instrument with its millimetre receiver for water vapour offers a very reliable and easy to use instrument which can be incorporated in a Learjet for campaigns within a few hours.

Table 1.15 Summary of the aircraft campaigns of the Bern microwave radiometer

<table>
<thead>
<tr>
<th>Date of campaign</th>
<th>Latitudinal range</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>02 - 04 Dec 1986</td>
<td>Northern Europe, 45N to 75N</td>
<td>Peter et al., 1988</td>
</tr>
<tr>
<td>13 - 15 Apr 1993</td>
<td>Northern Europe, 46N to 78N</td>
<td>Peter and Kämpfer, 1994</td>
</tr>
<tr>
<td>22 - 25 Aug 1994</td>
<td>16N / 23W to 78N / 18E</td>
<td>Peter, 1998a; Peter, 1998b</td>
</tr>
<tr>
<td>23 - 26 Oct 1995</td>
<td>16N / 23W to 78N / 18E</td>
<td>Peter, 1998a; Peter, 1998b</td>
</tr>
<tr>
<td>18 - 21 Mar 1996</td>
<td>16N / 23W to 78N / 18E</td>
<td>Peter, 1998a; Peter, 1998b</td>
</tr>
<tr>
<td>24 - 28 Aug 1998</td>
<td>8N / 14W to north pole</td>
<td>Peter, 1998a; Peter, 1998b</td>
</tr>
<tr>
<td>05 - 12 Feb 1999</td>
<td>17N / 23W to 81N / 16E</td>
<td>Peter, 1998a; Peter, 1998b</td>
</tr>
<tr>
<td>08 - 14 Mar 2000</td>
<td>29N / 40W-28E to north pole</td>
<td>Peter, 1998b</td>
</tr>
</tbody>
</table>
The University of Bern system consists of a heterodyne receiver with an uncooled Schottky diode mixer that converts the high frequency signals to an intermediate frequency of 3.7 GHz. The radiometer has a single sideband system temperature of 4000 K. A Martin-Puplett interferometer acts as a filter to suppress the unwanted sideband. This sideband filter can be tuned to measure alternately in either of the two sidebands around 183.3 and 175.9 GHz that enables measurement of radiation in the very far wing of the water vapour line. Side band switching is controlled by the onboard computer. A rotating mirror switches the instrument's field of view approximately every 1.5 seconds between the atmosphere at an elevation angle of 15° and two microwave absorbers at temperatures of 77 K and 312 K, that serve as calibration loads. The intermediate frequency signal is analysed simultaneously with two acousto-optical spectrometers (AOS). One AOS has a large bandwidth of 1 GHz and a resolution of 1.2 MHz. It is well suited for the observation of spectral lines from the stratosphere. The second AOS has a total bandwidth of 50 MHz at a high resolution of 50 kHz. It is used for the analysis of narrow spectral lines emitted from the mesosphere. Furthermore, the instrument has its own independent GPS receiver to record position and altitude for each measurement.

Water vapour profiles are retrieved between 15 km and 75 km with an altitude resolution of approximately 8 km in the lower stratosphere and approximately 15 km in the upper mesosphere. The root sum square of all error contributions is below 0.6 ppmv.

### 1.3.2 Water vapour LIDAR

Water vapour can be measured by using either the DIfferential Absorption LIDAR (DIAL) or the Raman LIDAR techniques. The advantage of LIDAR (LIght Detection And Ranging) methods is that range-resolved water vapour measurements can be made at a high resolution during day or night. LIDAR systems can be operated in spectral regions that avoid interference from absorption by other species and LIDAR retrievals require fewer assumptions than those for passive techniques and do not require complex inversion algorithms.

#### Differential Absorption LIDAR (DIAL)

In the DIAL technique, two laser pulses are transmitted into the atmosphere, one at the peak of the absorption line called the "on-line" and another in the wing of the absorption line called the "off-line". Using the DIAL method, the average molecular number density between ranges \( R_1 \) and \( R_2 \) is calculated using the relation:

\[
n = \frac{1}{2\Delta \sigma (R_2 - R_1)} \ln \frac{S_{\text{on}}(R_1) S_{\text{off}}(R_2)}{S_{\text{on}}(R_2) S_{\text{off}}(R_1)}
\]

where \( n \) is the average water vapour number density between the ranges \( R_1 \) and \( R_2 \), \( S \) is the LIDAR signal, and \( \Delta \sigma \) is the differential absorption cross-section between the on- and off-lines. The \( \Delta \sigma \) values are computed from the line parameters for water vapour lines in the near visible region measured using high resolution spectroscopic techniques [Grossmann and Browell, 1989, and Ponsardin and Browell, 1997]. The DIAL method provides a self-calibrated absolute water vapour measurement capability. The DIAL technique can be used to directly obtain the concentration profile of water vapour using the LIDAR signals and \( \Delta \sigma \). This method for water vapour uses single absorption lines that are typically 10 pm wide. DIAL measurement simulations involving these narrow absorption lines show that the quality of laser spectral radiation has to be controlled very well in order to avoid undesirable systematic influences [Ismail and Browell, 1989]. In addition, the signals and \( \Delta \sigma \) are influenced by a number of atmospheric and instrumental effects that need to be taken into consideration during the operation of DIAL and during data analysis [Ismail and Browell, 1989]. For example, gradients
in the atmospheric aerosol scattering, Doppler broadening and the near range LIDAR overlap region present challenges in DIAL data reduction [Bosenberg, 1998].

The advantage of the DIAL method is that in addition to measuring gas concentration profiles, high spatial resolution aerosol back-scattering distributions are simultaneously obtained as part of the DIAL measurement using the off-line LIDAR signals. The vertical and/or horizontal resolution can be adjusted in the DIAL analysis by changing how the high-resolution LIDAR data are averaged. With the DIAL method, LIDAR measurements can be made during day or night and in between and up to cloudy regions in the atmosphere.

The first detection of water vapour using the DIAL technique was made in 1966 [Schotland, 1966] with a laser system that had a fortuitous coincidence with a water vapour absorption line. The DIAL technique for water vapour measurements using tuneable lasers was demonstrated from the ground by Browell et al. [1979], and subsequently by Cahen et al. [1982] and Bosenberg [1987]. The first airborne measurements of water vapour came in 1981 [Browell et al., 1984], and this was followed by subsequent airborne measurements [Ehret et al., 1993, Higdon et al., 1994]. A ground-based water vapour DIAL for the lower troposphere has been developed and operated in Germany [Wulfmeyer and Bosenberg, 1998]. The DIAL method can be used for long-range measurement of water vapour. However, because of the high absorption of the on-line in the lower troposphere, airborne DIAL systems are more suitable for water vapour measurements in the nadir-viewing mode and from space.

The LaRC airborne DIAL system, LASE

Following a long history of ground-based and airborne water vapour DIAL developments (discussed in the previous section), the NASA Langley Research Center developed the first autonomously operating DIAL system for the measurement of water vapour and aerosol profiles across the entire troposphere. This system, called LASE (LIDAR Atmospheric Sensing Experiment), is a compact DIAL system that was initially developed for operation from a high-altitude ER-2 aircraft, and in 1995, LASE completed its development and validation phases [Browell et al., 1997]. LASE operates in the 815-nm absorption band of water vapour and it uses a Ti:sapphire laser that is locked onto a strong and temperature insensitive water vapour line. The spectral characteristics of the water vapour lines are documented [Ponsardin and Browell, 1997] and the lines are chosen to have a residual temperature sensitivity of less than a few percent [Ismail and Browell, 1989]. Water vapour over the entire troposphere is measured by electronically tuning the on-line to operate at any spectral location of the water vapour absorption line profile. This is done by first locking to the line centre and then adjusting the diode current a known amount from the line centre before the Ti:sapphire laser is fired. Since the actual water vapour line is used to lock the diode and the known spectral properties of the absorption line, the LASE water vapour measurement is self-calibrated.

LASE was operated autonomously from the NASA ER-2 aircraft during flight experiments from 1994 to 1996. It has also been configured to fly on the NASA P-3 and DC-8 aircraft. LASE has demonstrated the capability to measure water vapour over the entire troposphere [Browell et al., 1997] with an accuracy of 6% or 0.01 g/kg. The horizontal resolution of LASE water vapour measurements is about 24 km (or two minutes of data averaging) and vertical resolutions of 300 m and 500 m in the lower and upper troposphere, respectively. LASE has participated in five major field experiments during 1995-1999; a list of these field experiments is given in Table 1.16. Archived data from these experiments are available from NASA Langley Distributed Data Archive Centre (DAAC) at http://eosweb.larc.nasa.gov/HPDOCS/index.html.
Table 1.16 LASE field experiments from 1995-2000

<table>
<thead>
<tr>
<th>Date</th>
<th>Experiment</th>
<th>Base of operations</th>
<th>Latitude</th>
<th>Longitude</th>
<th>Altitude</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sep 1995</td>
<td>LASE Validation</td>
<td>Wallops Island, VA</td>
<td>29-42N</td>
<td>63-86W</td>
<td>0-15 km</td>
</tr>
<tr>
<td>Jul 1996</td>
<td>TARFOX</td>
<td>Wallops Island, VA</td>
<td>32-39N</td>
<td>72-77W</td>
<td>0-15 km</td>
</tr>
<tr>
<td>Jul 1997</td>
<td>SGP97</td>
<td>Oklahoma City</td>
<td>34-38N</td>
<td>97-99W</td>
<td>0-7 km</td>
</tr>
<tr>
<td>Aug/Sept 1998</td>
<td>CAMEX-3</td>
<td>Cocoa Beach, FL</td>
<td>16-41N</td>
<td>63E-86W</td>
<td>0-14 km</td>
</tr>
<tr>
<td>Mar/Apr 1999</td>
<td>PEM B</td>
<td>Hawaii, Fiji, Tahiti</td>
<td>36S-34N</td>
<td>87-197W</td>
<td>0-14 km</td>
</tr>
<tr>
<td>Dec 1999-</td>
<td>SOLVE</td>
<td>Kiruna, Sweden</td>
<td>57-90N</td>
<td>100W-100E</td>
<td>0-14 km</td>
</tr>
</tbody>
</table>

The DLR airborne water vapour DIAL

At DLR (Deutsches Zentrum für Luft- und Raumfahrt) in Oberpfaffenhofen, Germany, airborne water vapour DIAL systems have been operated since 1989 [Ehret et al., 1993]. The first H$_2$O DIAL was operated in the near infrared spectral region at 724 nm and was routinely installed nadir viewing onboard the DLR’s meteorological research aircraft Falcon 20 and later modified for operation onboard the NCAR Electra research aircraft. This system took part in several field experiments to investigate processes in the boundary layer.

In order to increase both accuracy and spatial resolution, and to be sensitive for water vapour measurements in the stratosphere, a new water vapour DIAL system has been developed at DLR. Based on a high peak and average power optical parametric oscillator, its transmitter fulfils the spectral requirements for water vapour measurements in the troposphere as well as in the stratosphere [Ehret et al., 1998]. The residual systematic error caused by the spectral properties of the new radiation source amounts to only 2%. The transmitter is designed to be operated at either the weak $4\nu$ vibrational absorption band of water vapour near 830 nm, suitable for tropospheric measurements, or at the $3\nu$ vibrational absorption band lying in the 940 nm spectral region which is one order-of-magnitude stronger. The latter has the advantage of much higher measurement sensitivity in regions of low water vapour content at upper tropospheric and lower stratospheric heights. The spectroscopic parameters of the relevant water vapour absorption lines at 940 nm were measured in the lab [Poberaj and Weiss, private communication, 1999].

The new DLR H$_2$O DIAL can be used for measurements of water vapour in the range from 5-100 ppmv [Ehret et al., 1999]. In the downward looking mode it can scan vertical cross sections of up to 6 km in range, with a resolution of about 20 km in the horizontal and 250-500 m in the vertical. In 1999, this system participated in the Mesoscale Alpine Programme (MAP’99) field campaign (Table 1.17) in order to investigate strong horizontal and vertical gradients of the water vapour profile at tropopause level.

Table 1.17 DLR’s water vapour DIAL field experiments

<table>
<thead>
<tr>
<th>Time</th>
<th>Experiment</th>
<th>Latitude</th>
<th>Longitude</th>
<th>Altitude</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nov 1998</td>
<td>Validation experiment</td>
<td>44-48N</td>
<td>0-12E</td>
<td>6-12 km</td>
<td>10 Hz transmitter</td>
</tr>
<tr>
<td>Oct/Nov 1999</td>
<td>MAP 99</td>
<td>44-52N</td>
<td>2W-14E</td>
<td>5-12 km</td>
<td>100 Hz transmitter PV-streamers over Central Europe</td>
</tr>
</tbody>
</table>

Raman back-scatter LIDAR

The Raman LIDAR technique uses the relative intensity of vibrational Raman scattering from water vapour and nitrogen to make a direct measurement of mixing ratio [Melfi et al., 1969, Cooney, 1970]. The technique is relatively free of systematic errors (e.g. aerosol effects) and...
can be operated from the ground because the radiation is not absorbed by water vapour in the lower troposphere. It is versatile, allowing studies of cloud liquid water and droplet radius, direct measurement of cirrus cloud optical depth, and direct measurement of aerosol extinction [Whiteman and Melfi, 1999]. Its disadvantage is the very weak Raman scattering cross-section, which has traditionally meant a long averaging time (several hours) for a precise measurement near the tropopause [e.g. Vaughan et al., 1988]. However recent systems based on excimer lasers have extended the Raman technique to the tropopause [Ansmann et al., 1992].

The ratio of the Raman back-scatter signals from water vapour $S_W$ and molecular nitrogen $S_N$ collected simultaneously on the same receiving telescope is proportional to the water vapour mixing ratio $W$ (specific humidity) [Whiteman et al., 1992]

$$W = K \cdot \frac{S_W}{S_N}$$  \hspace{1cm} (1.12)

The LIDAR calibration coefficient $K$ is the product of two terms - a system independent term describing the ratio of the molecular masses of $H_2O$ and $N_2$ and the mixing ratio of $N_2$ in dry air (0.78), and a system-dependent term describing the product of the Raman back-scatter cross sections with the instrument function.

The Raman back-scatter signals $S_W$ and $S_N$ are corrected for differential atmospheric attenuation, photomultiplier nonlinearity and background noise. The atmospheric differential attenuation correction is calculated using standard atmosphere models, complemented with boundary layer aerosol extinction measurements where necessary. The LIDAR calibration coefficient can (and should) be determined independently. In practice it is typically deduced from a least squares regression of a simultaneous co-located radiosounding. The LIDAR water vapour measurement is temperature-independent for all practical purposes.

Most Raman LIDARs have been calibrated by fitting the ratio profiles to radiosonde humidity profiles. Ferrare et al. [1995] and Wang et al. [1995] compared water vapour measurements made by the NASA Goddard Space Flight Centre (GSFC) Raman LIDAR (see below) and radiosondes (both AIR and Vaisala). Agreement between LIDAR and radiosondes was generally good up to 8 km, but the calibration constant (determined by the average LIDAR/sonde ratio) varied from sonde to sonde. There is a clear need for further work in this area to characterise the performance of both LIDARs and sondes.

An absolute calibration is possible [Vaughan et al., 1988, Sherlock et al., 1999a]. This calibration is ultimately limited to ±6% by spectroscopic uncertainties. However, changes of the calibration coefficient over time can in principle be monitored with a precision of 4 to 6% [Goldsmith et al., 1998; Sherlock et al., 1999a; Turner et al., 1999]. In the upper troposphere the precision error dominates for an individual profile, unless the signals are averaged over many hours when variability in the humidity itself becomes a major concern.

Several Raman LIDAR systems have been operated from the ground over 30 years. In this report, the NASA/GSFC and OHP systems are described as examples, data will only be shown for the NASA/GSFC Raman LIDAR. Further, the US Department of Energy (DOE) has set up an operational Raman LIDAR system at the DOE Atmospheric Radiation Monitoring site in Lamont, Oklahoma [http://dev.ec.arm.gov/~turner/raman_lidar_quicklooks.html for data images; Goldsmith et al., 1998]. Turner et al. [1999] have discussed the systematic influences in Raman LIDAR systems, and they have also described procedures for correcting them to retrieve water vapour profiles. Several European institutions have also developed Raman LIDAR systems for tropospheric water vapour measurements [Renaut et al., 1980; Weitkamp et al., 1986; Vaughan et al., 1988; Mattis et al., 1998].
The GSFC Raman LIDAR

At the NASA Goddard Space Flight Center, Raman LIDAR have been developed and operated since the 80s [Melfi and Whiteman, 1985; Whiteman et al., 1992]. The present NASA/GSFC Scanning Raman LIDAR is housed in a single mobile trailer and has participated in numerous field campaigns since its first deployment in 1991. The system has received several modifications since that time and now contains two lasers for optimised performance during either nighttime or daytime [Whiteman and Melfi, 1999]. For nighttime operation, an excimer laser with an output wavelength of 351 nm is used. The return wavelengths for water, nitrogen and oxygen are 403, 382 and 371 nm, respectively. They are collected by a telescope and detected by eight photomultipliers (two for each wavelength, for different altitude ranges) tubes using dichroitic beamsplitters and interference filters. To facilitate daytime measurements, SRL uses a Nd:YAG laser in combination with frequency-tripling optics transmitting pulses at 355 nm.

The precision for ground-based measurements is typically quoted as <10% up to 8 km with 1 minute averaging and 75 m vertical resolution (night-time). The daytime precision is 10% random error at 4 km using 10 minute average.

Table 18  Field deployment of Scanning Raman Lidar

<table>
<thead>
<tr>
<th>Campaign</th>
<th>Dates</th>
<th>Longitude</th>
<th>Latitude</th>
</tr>
</thead>
<tbody>
<tr>
<td>SPECTRE</td>
<td>13 Nov - 07 Dec 1991</td>
<td>37.1N</td>
<td>95.6W</td>
</tr>
<tr>
<td>ATMIS-II</td>
<td>15 Jul - 06 Aug 1992</td>
<td>37.8N</td>
<td>75.5W</td>
</tr>
<tr>
<td>CAMEX-1</td>
<td>13 Sep - 06 Oct 1993</td>
<td>37.8N</td>
<td>75.5W</td>
</tr>
<tr>
<td>ARM</td>
<td>15 Apr - 01 May 1994</td>
<td>36.6N</td>
<td>97.5W</td>
</tr>
<tr>
<td>LITE</td>
<td>10 - 21 Sep 1994</td>
<td>38.8N</td>
<td>76.7W</td>
</tr>
<tr>
<td>CAMEX-2</td>
<td>25 Aug - 21 Sep 1995</td>
<td>37.8N</td>
<td>75.5W</td>
</tr>
<tr>
<td>TARFOX</td>
<td>10 - 31 Jul 1996</td>
<td>37.8N</td>
<td>75.5W</td>
</tr>
<tr>
<td>ARM</td>
<td>10 - 30 Sep 1996</td>
<td>36.6N</td>
<td>97.5W</td>
</tr>
<tr>
<td>ARM</td>
<td>15 Sep - 04 Oct 1997</td>
<td>36.6N</td>
<td>97.5W</td>
</tr>
<tr>
<td>CAMEX-3</td>
<td>06 Aug - 23 Sep 1998</td>
<td>24.7N</td>
<td>77.8W</td>
</tr>
</tbody>
</table>

The OHP Raman LIDAR

The Raman backscatter water vapour measurement at the Network for Detection of Stratospheric Change (NDSC) station at the Observatoire de Haute Provence (OHP, 44°N, 6°E) operates on a routine basis at night except in the presence of low cloud [Sherlock et al., 1999b]. From July 1997 - March 1998, 300 profiles were obtained. The instrument provides vertical profiles of water vapour from 2 km to the tropopause and/or specific humidity less than or equal to 1x10^{-5} g/g dry air. With a temporal integration of 1 to 2 hours and a vertical resolution ranging from 75 meters at and below 7 km to 375 meters at 11 km the random measurement error is of the order of 10% in the mid troposphere increasing to 20 to 30% in the upper troposphere. The systematic error in measurement is less than or equal to 2x10^{-6} g/g dry air, and the instrumental response varies by -0.02%/K. The OHP LIDAR system uses a 532.1 nm exciting wavelength, OH-rich fibre optic cables for signal transfer and Q-branch signal selection. These instrumental characteristics minimise the atmospheric transmission correction, the background noise, and the systematic measurement errors, and improve short-term instrumental stability.

The OHP LIDAR system is calibrated both independently and with co-located radiosoundings [Sherlock et al., 1999a]. Current calibrations have an associated error of the order of 10%. The implementation of means to improve the accuracy of the independent calibration is envisaged in the near future.
1. Instrumentation and data sets

1.3.3 Infrared and far infrared measurements of H$_2$O

Water vapour in the middle atmosphere can be well measured by passive remote sensing in the infrared. Appropriate absorption lines of H$_2$O are available from the near to the far infrared. Corresponding spectrometers detect either the attenuated solar radiation or the emitted radiation of the atmosphere. By inverting the radiative transfer equation, atmospheric parameters such as the temperature and trace gas mixing ratios can be determined from the radiance measurements.

Profile measurements above the location of the instrument are possible in principle with spectrally highly resolving instruments, but the upper level of the altitude range depends on the wave number (for 1000 cm$^{-1}$ at about 30 km and for 100 cm$^{-1}$ at about 48 km). This is caused by the fact that the shape of the absorption lines is dominated by the Doppler effect above this height level. In the case of H$_2$O it is even more difficult to sound the stratosphere from the ground because there is only a small amount of the H$_2$O column above the tropopause. In order to achieve profiles with good vertical resolution in the middle atmosphere the limb sounding technique, i.e. viewing the atmosphere along tangential slant paths, has to be applied from balloon gondolas or high flying aircraft. Vertical profiles can in addition be derived from up-looking measurements during ascent or descent of the balloon or the aircraft.

In the case of limb sounding, the profiles of trace gases are determined from several measurements with different elevation angles, thus sensing the various atmospheric layers with different weighting. Inversion methods used are e.g. the onion peeling or the global fit technique [e.g. Goldmann and Saunders, 1979]. In the first case the atmosphere is peeled like an onion starting with the highest layer and working through the atmosphere to the lowest layer. Performing a global fit involves using all the measured spectra in one non-linear least-square fit in order to generate the vertical profile of the trace gas under investigation. If, in addition, a priori knowledge of the atmosphere is taken into account, the retrieval procedure is called optimal estimation technique.

A number of infrared spectrometers from different laboratories have been used from balloons and aircraft so far. Since the technique allows the determination of vertical distribution of many atmospheric trace constituents, these experiments were not usually designed primarily for the H$_2$O retrieval. Below, three instruments are described; information on other IR spectrometers from which H$_2$O profiles have been derived is found in Murcray et al. [1990] and references therein.

The MIPAS balloon and aircraft experiments

Several Fourier Transform Infrared (FTIR) spectrometers, known as MIPAS (Michelson Interferometer for Passive Atmospheric Sounding), using a special configuration to provide the optical path difference, have been developed for operation on ground, aircraft, and stratospheric balloon gondolas by the Institut für Meteorologie und Klimaforschung in Karlsruhe, Germany (for a review see Fischer, 1993).

A cryogenic balloon-borne version of MIPAS (called MIPAS-B) was developed to measure vertical profiles of a comprehensive set of stratospheric chemical compounds that are relevant for ozone chemistry and climate research. The instrument is specially tailored for operation on a stratospheric balloon gondola and equipped with suitable subsystems to precisely allow limb emission sounding of the stratosphere independent of external radiation sources. As such it can be operated day and night, not being restricted to any solar zenith angle. MIPAS-B is the only cryogenic limb emission FTIR sensor in routine operation worldwide. A first version was flown between 1989 and 1992 twice during spring turn-around and twice near the northern polar circle inside the vortex in winter (Fischer and Oelhaf, 1996, and references cited therein).
A second version (MIPAS-B2) was built in 1993/94 that incorporated many improvements such as increased spectral coverage (Friedl-Vallon et al., 1995, Oelhaf et al., 1996). The interferometer provides two-sided interferograms with a maximum optical path difference of 15 cm, resulting in an unapodized spectral resolution of 0.033 cm⁻¹. The four-channel detector system with Si:As detectors allows the simultaneous coverage of the most important absorption bands of ozone- and climate-relevant trace gases between 5 and 14 µm. Typical signal-to-noise ratios of single H₂O lines are between 50 and 200. A novel solution has been realised for the line-of-sight stabilisation and reference system that provides tangent heights to better than 200 m (3σ). Radiometric calibration is performed on the basis of blackbody and deep-space spectra that are recorded several times during flight. The calibrated spectra are analysed using multi-parameter non-linear least-square curve fitting in combination with the onion-peeling technique (see e.g. von Clarmann et al., 1995, Wetzel et al., 1997 and references therein). The estimation of the error budget is carried out using an elaborate scheme that takes into account random noise, mutual influence of fitted parameters, temperature and pointing uncertainties, onion-peeling error propagation, and errors in spectroscopic data. MIPAS-B is suitable to simultaneously obtain vertical profiles of ozone and a considerable number of species such as O₃, NO, NO₂, HNO₃, HO₂NO₂, N₂O₅, ClONO₂, COF₂, CH₄, N₂O, H₂O, HDO, CF₂Cl₂, CCl₃F, CH₂Cl₂, CCl₄, CF₃, C₂H₆, and SF₆ with an altitude resolution of 2-3 km. The precision of the retrieved H₂O mixing ratio is typically near 5% with temperature errors being the dominant source of errors, and the absolute accuracy of H₂O profiles derived from MIPAS-B2 spectra is between 6 and 11% assuming a 5% uncertainty of the spectroscopic data.

Since 1995, MIPAS-B2 was flown 5 times in polar regions in winter and spring and 3 times at mid-latitudes during spring and summer (Table 1.19). Water vapour profiles were retrieved along with profiles of methane and deuterated water from MIPAS-B2 [Stowasser et al., 1999]. From these MIPAS-B2 data the hydrogen budget ([H₂O] + 2[CH₄]) was also derived.

Table 1.19 Balloon flights with the MIPAS-B2 instrument

<table>
<thead>
<tr>
<th>Date</th>
<th>Site</th>
<th>Ceiling altitude</th>
<th>Altitude coverage</th>
<th>Project</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>11 Feb 95</td>
<td>Kiruna/Sweden - 68°N</td>
<td>29.1 km</td>
<td>10 – 28 km</td>
<td>SESAME</td>
<td>inside vortex</td>
</tr>
<tr>
<td>21 Mar 95</td>
<td>Kiruna/Sweden - 68°N</td>
<td>28.9 km</td>
<td>10 – 28 km</td>
<td>SESAME</td>
<td>inside vortex</td>
</tr>
<tr>
<td>10 Feb 97</td>
<td>Kiruna/Sweden - 68°N</td>
<td>29.3 km</td>
<td>11 – 29 km</td>
<td>CHORUS</td>
<td>inside vortex</td>
</tr>
<tr>
<td>24 Mar 97</td>
<td>Kiruna/Sweden - 68°N</td>
<td>30.0 km</td>
<td>11 - 29 km</td>
<td>CHORUS/ILAS</td>
<td>inside vortex</td>
</tr>
<tr>
<td>02 Jul 97</td>
<td>Gap/France - 45°N</td>
<td>39.4 km</td>
<td>7 - 39 km</td>
<td>CHELOSBA</td>
<td>vortex remnants</td>
</tr>
<tr>
<td>08 May 98</td>
<td>Aire sur l’Adour/F - 44°N</td>
<td>38.4 km</td>
<td>8 - 38 km</td>
<td>CHELOSBA</td>
<td></td>
</tr>
<tr>
<td>27 Jan 99</td>
<td>Kiruna/Sweden - 68°N</td>
<td>32.5 km</td>
<td>3 – 32 km</td>
<td>THESEO</td>
<td>inside vortex</td>
</tr>
<tr>
<td>30 Apr 99</td>
<td>Aire sur l’Adour/F - 44°N</td>
<td>38.2 km</td>
<td>0 – 38 km</td>
<td>THESEO</td>
<td></td>
</tr>
</tbody>
</table>

An instrument similar to MIPAS-B was flown on a Transall aircraft (MIPAS-FT) during the first half of the 1990s [Gulde et al., 1994]. Observations were made from the low flying aircraft through a window by upward sounding at an elevation angle of 7°. As a consequence, only column amounts of different trace species have been determined. More recently a MIPAS instrument has been completed for use aboard the stratospheric aircraft M55 Geophysika. This MIPAS-STR is also a limb sounder like MIPAS-B and therefore delivers vertical profiles of various trace gases, among others H₂O, in the lower stratosphere. After a series of test flights in spring 1999 an Antarctic field measurement campaign followed in autumn 1999.
The JPL MkIV interferometer

The Jet Propulsion Laboratory MkIV interferometer is a high resolution Fourier Transform InfraRed spectrometer, designed to remotely sense atmospheric composition [Toon, 1991]. This instrument is very similar to the ATMOS instrument (Section 1.4.4) which flew during four missions on the Space Shuttle. The MkIV instrument made ground-based observations from McMurdo, Antarctica, in September and October 1986, and flew on board the NASA DC-8 aircraft for the 1987 Antarctic polar campaign (AAOE) and the Arctic polar campaigns (AASE) of 1987 and 1992. Additionally, it has made 17 flights from high altitude research balloons since 1989 (Table 1.20).

Table 1.20 Summary of MkIV balloon flights

<table>
<thead>
<tr>
<th>Date</th>
<th>Tangent latitude</th>
<th>Tangent longitude</th>
<th>Minimum altitude</th>
<th>Balloon altitude</th>
<th>Launch site</th>
<th>Observation mode</th>
</tr>
</thead>
<tbody>
<tr>
<td>05 Oct 89</td>
<td>34.6N</td>
<td>105.7W</td>
<td>13 km</td>
<td>37 km</td>
<td>New Mexico</td>
<td>sunset</td>
</tr>
<tr>
<td>27 Sep 90</td>
<td>34.2N</td>
<td>106.0W</td>
<td>10 km</td>
<td>36 km</td>
<td>New Mexico</td>
<td>sunset</td>
</tr>
<tr>
<td>05 May 91</td>
<td>37.5N</td>
<td>111.8W</td>
<td>16 km</td>
<td>37 km</td>
<td>New Mexico</td>
<td>sunset</td>
</tr>
<tr>
<td>06 May 91</td>
<td>36.5N</td>
<td>103.0W</td>
<td>15 km</td>
<td>32 km</td>
<td>New Mexico</td>
<td>sunrise</td>
</tr>
<tr>
<td>14 Sep 92</td>
<td>35.2N</td>
<td>110.2W</td>
<td>23 km</td>
<td>38 km</td>
<td>New Mexico</td>
<td>sunset</td>
</tr>
<tr>
<td>15 Sep 92</td>
<td>35.3N</td>
<td>103.9W</td>
<td>22 km</td>
<td>40 km</td>
<td>New Mexico</td>
<td>sunrise</td>
</tr>
<tr>
<td>3 Apr 93</td>
<td>34.8N</td>
<td>115.5W</td>
<td>17 km</td>
<td>37 km</td>
<td>California</td>
<td>sunset</td>
</tr>
<tr>
<td>25 Sep 93</td>
<td>34.0N</td>
<td>109.4W</td>
<td>04 km</td>
<td>37 km</td>
<td>New Mexico</td>
<td>sunset</td>
</tr>
<tr>
<td>26 Sep 93</td>
<td>33.2N</td>
<td>100.4W</td>
<td>14 km</td>
<td>38 km</td>
<td>New Mexico</td>
<td>sunrise</td>
</tr>
<tr>
<td>22 May 94</td>
<td>36.6N</td>
<td>109.7W</td>
<td>15 km</td>
<td>36 km</td>
<td>New Mexico</td>
<td>sunset</td>
</tr>
<tr>
<td>23 May 94</td>
<td>36.3N</td>
<td>100.8W</td>
<td>11 km</td>
<td>37 km</td>
<td>New Mexico</td>
<td>sunrise</td>
</tr>
<tr>
<td>24 Jul 96</td>
<td>56.8N</td>
<td>101.0W</td>
<td>11 km</td>
<td>24 km</td>
<td>Manitoba</td>
<td>ascent</td>
</tr>
<tr>
<td>08 May 97</td>
<td>68.0N</td>
<td>147.0W</td>
<td>08 km</td>
<td>38 km</td>
<td>Alaska</td>
<td>sunrise</td>
</tr>
<tr>
<td>08 Jul 97</td>
<td>67.0N</td>
<td>148.0W</td>
<td>08 km</td>
<td>32 km</td>
<td>Alaska</td>
<td>ascent</td>
</tr>
<tr>
<td>09 Jul 97</td>
<td>65.0N</td>
<td>150.0W</td>
<td>10 km</td>
<td>32 km</td>
<td>Alaska</td>
<td>descent</td>
</tr>
<tr>
<td>03 Dec 99</td>
<td>64.0N</td>
<td>19.0E</td>
<td>04 km</td>
<td>33 km</td>
<td>Sweden</td>
<td>sunset</td>
</tr>
<tr>
<td>15 Mar 00</td>
<td>64.0N</td>
<td>19.0E</td>
<td></td>
<td></td>
<td>Sweden</td>
<td></td>
</tr>
</tbody>
</table>

The interferometer operates in solar absorption mode, meaning that direct sunlight is spectrally analysed and the amounts of various gases at different heights in the Earth's atmosphere are derived from the depths of their absorption lines. In the mid-infrared spectral region, the sun is so bright that emission from the atmosphere or the instrument is negligible. This provides spectra of high accuracy without the need for in-flight radiometric calibration.

The entire 700-5700 cm\(^{-1}\) spectral region is observed simultaneously at 0.01 cm\(^{-1}\) resolution. Over this wide interval more than 30 different gases have spectral signatures that can be identified, including H\(_2\)O, CO\(_2\), O\(_3\), N\(_2\)O, CO, CH\(_4\), N\(_2\), O\(_3\), NO, NO\(_2\), HNO\(_3\), HNO\(_4\), N\(_2\)O\(_5\), ClNO\(_3\), HOC\(_1\), HC\(_1\), HF, SF\(_6\), COF\(_2\), CF\(_4\), CH\(_3\)Cl, CHFCl\(_2\), CFC\(_1\), CF\(_2\)Cl\(_2\), CCl\(_4\), OCS, HCN, C\(_3\)H\(_2\), C\(_3\)H\(_6\) and many isotopic variants. Profiles of these gases can be retrieved from cloud-top to balloon altitude. The vertical resolution of 2-3 km is limited mainly by the 1-3 km separation of the tangent altitudes, and by the 3.6 mrad diameter circular field-of-view of the instrument, which subtends 1.8 km at a tangent point 500 km distant.

The MkIV H\(_2\)O retrievals are performed by fitting 14 different spectral intervals between 1400 and 5500 cm\(^{-1}\). Since there are a large range of strengths encompassed by these lines, H\(_2\)O abundance from <1 ppmv to >20000 ppmv is easily measured.

For H\(_2\)O, a retrieval precision of 5% is estimated limited mainly by uncertainty in the pointing and by the presence of horizontal gradients. The overall accuracy is estimated to be 7% in the upper stratosphere, limited mainly by uncertainties in the spectral line intensities. In the lowermost stratosphere and troposphere, the accuracy progressively worsens to 12% due to
Inadequacies in the pressure-dependent molecular spectroscopic parameters (e.g. half-width, shifts) and due to the presence in the spectrum of poorly fitted interfering absorption.

The SAO Far Infrared Spectrometer (FIRS-2)

The Smithsonian Astrophysical Observatory Far-infrared Spectrometer (FIRS-2) is a high-resolution Fourier transform spectrometer that measures the thermal emission of the atmosphere from balloon and aircraft platforms, and from the ground [Johnson et al., 1995]. From balloon platforms, vertical mixing ratio profiles are retrieved extending from the balloon altitude to near the tropopause [Jucks et al., 1998], while from aircraft and from the ground overhead column densities are retrieved [Traub et al., 1994]. The following discussion is limited to the balloon configuration.

The spectrometer produces mostly one-sided interferograms with an unapodized resolution of 0.004 cm\(^{-1}\). The number of detectors and wavelength range has changed several times since the FIRS-2 was first flown in 1987; in its present configuration gallium-doped and copper-doped germanium photoconductors for the far- (80-330 cm\(^{-1}\)) and mid- (330-1250 cm\(^{-1}\)) infrared bands, respectively, are used. With this wide spectral coverage it is possible to make simultaneous measurements of many radical and reservoir species, including CO\(_2\), O\(_2\), O\(_3\), OH, HO\(_2\), H\(_2\)O\(_2\), HCl, HOCl, CINO\(_3\), HBr, NO\(_2\), HNO\(_3\), N\(_2\)O\(_5\), N\(_2\)O, N\(_2\), CO, OCS, HCN, C\(_2\)H\(_2\), C\(_3\)H\(_6\O\) (acetone), HF, SF\(_6\), CFC-11, CFC-12, HCFC-22, C\(_3\)Cl, CH\(_3\)Cl, CH\(_4\), and H\(_2\)O, as well as temperature and pressure (derived from CO\(_2\)).

The instrument field-of-view is 0.22 and 0.16 degrees in the far- and mid-infrared, respectively, corresponding to 1.3 and 0.65 km at the limb, respectively. Typically the limb is scanned at intervals of 3-4 km in tangent height, retrieving slant columns in onion-peeling fashion. Then, a set of linear equations is solved for the smoothest mixing ratio profile which reproduces the observed slant columns [Johnson et al., 1996], producing profiles with a 1 km step size and a vertical resolution equal to the scan interval in tangent height.

The measurements of H\(_2\)O include profiles for H\(_2\)\(^{16}\)O, H\(_2\)\(^{17}\)O, H\(_2\)\(^{18}\)O, and HDO. The precision (accuracy) of a typical profile is 4% (5%), 60‰ (110‰), 40‰ (100‰), and 20‰ (45‰) for H\(_2\)\(^{16}\)O, δ\(^{17}\)O, δ\(^{18}\)O, and δD, respectively.

The FIRS-2 has had 10 balloon flights starting in 1987. In 1989, a mid-infrared channel for temperature and pressure retrievals was added, resulting in reduced systematic errors for the 7 flights listed in Table 1.21. Profiles for each flight are retrieved from the minimum altitude up to the balloon altitude. The profile above the balloon has an assumed shape (derived from a climatology in the case of H\(_2\)O) which is scaled to match the observed overhead column density.

Table 1.21 Summary of the SAO FIRS-2 balloon flights

<table>
<thead>
<tr>
<th>Launch date (GMT)</th>
<th>Tangent</th>
<th>Tangent</th>
<th>Minimum</th>
<th>Balloon</th>
<th>Launch site</th>
<th>Duration of flight</th>
</tr>
</thead>
<tbody>
<tr>
<td>26 Sep 1989</td>
<td>31.0°N</td>
<td>105.4°W</td>
<td>16 km</td>
<td>36 km</td>
<td>New Mexico</td>
<td>23.1 h</td>
</tr>
<tr>
<td>04 Jun 1990</td>
<td>36.9°N</td>
<td>112.0°W</td>
<td>18 km</td>
<td>38 km</td>
<td>New Mexico</td>
<td>28.1 h</td>
</tr>
<tr>
<td>29 May 1992</td>
<td>37.2°N</td>
<td>103.4°W</td>
<td>17 km</td>
<td>38 km</td>
<td>New Mexico</td>
<td>8.7 h</td>
</tr>
<tr>
<td>29 Sep 1992</td>
<td>34.2°N</td>
<td>98.6°W</td>
<td>16 km</td>
<td>36 km</td>
<td>New Mexico</td>
<td>7.8 h</td>
</tr>
<tr>
<td>23 Mar 1993</td>
<td>38.3°N</td>
<td>107.3°W</td>
<td>18 km</td>
<td>39 km</td>
<td>California</td>
<td>6.7 h</td>
</tr>
<tr>
<td>22 May 1994</td>
<td>36.5°N</td>
<td>105.3°W</td>
<td>15 km</td>
<td>37 km</td>
<td>New Mexico</td>
<td>21.6 h</td>
</tr>
<tr>
<td>30 Apr 1997</td>
<td>69.1°N</td>
<td>151.9°W</td>
<td>10 km</td>
<td>37 km</td>
<td>Alaska</td>
<td>5.0 h</td>
</tr>
</tbody>
</table>
1.4 Satellite sensors

Measurements of UT/LS water vapour radiances by satellite sensors are obtained within specific spectral absorption and/or emission bands or lines of this molecule. An early review of the various measurement approaches is given in Harries [1980]. The various instruments use spectral channels or frequencies in the UV/visible/near infrared (SAGE II, POAM), the middle infrared (HIRS, LIMS, ATMOS, HALOE, and ILAS), and microwave (MLS, MAS, SSMT2, AMSU-B) regions [Goody and Yung, 1989; Harries, 1996; Pickett et al., 1998; Rothman et al., 1998]. Retrievals of water vapour or relative humidity then rely on a detailed knowledge of its absorption cross section. So far, there are no satellite measurements using the far infrared region, which has an abundance of rotational water vapour lines and would be suitable for sounding the upper troposphere. Some instruments measure the absorption of solar energy by water vapour from direct sunlight passing through the limb of the atmosphere during a sunrise or sunset event (ATMOS, SAGE II, HALOE, POAM, ILAS), while others use the limb emission (LIMS, MLS, MAS) or nadir emission (TOVS) techniques.

The spatial and temporal resolutions afforded by the satellite sensors dictate the scientific utility of a given satellite data set. In general, these attributes are discussed in the following subsections or references therein. The Earth limb-view techniques provide good vertical resolution for the retrieved profiles. Their measurements are obtained in the manner of vertically-scanning a pencil beam across the horizon of the atmosphere. Information for a single profile represents a tangent layer integration over several hundred kilometres along the line of sight, while being much narrower in width and depth (a few kilometres). The effective length of the tangent path is shortened as the vertical resolution improves. More complete daily coverage must be obtained by a suitable interpolation of those scans across nearly a thousand kilometres in the zonal direction. Limb, solar-occultation measurements provide about thirty profiles of water vapour per day. The orbital inclination of the spacecraft determines whether these occultation measurements progress over (or sweep across) most of Earth’s latitude zones within a few weeks (SAGE II, HALOE) or are restricted to a narrower high latitude region (ILAS, POAM). A consequence of this measurement method is that it is difficult to find a meaningful coincidence between a satellite profile measurement and a correlative measurement unless it was carefully planned. The cross-track scanning, nadir-viewing TOVS measurements are based on radiances integrated over deeper layers of the atmosphere, providing much better coverage each day and with a horizontal resolution of tens of kilometres. The TOVS measurements of the upper troposphere are of particular value because they provide for both good horizontal resolution and daily coverage, revealing the effects of the synoptic-scale circulation on the water vapour field. Table 1.22 contains the information on coverage for each data set.

Chapter 2 contains intercomparisons of data sets having disparate spatial scales. For example, an in situ correlative measurement will be sensitive to the small spatial scales that the satellite measurement can only be integrating over. If coincidence in time is not so critical, one way to intercompare water vapour fields from two satellites is to Fourier analyse the profile data at a pressure, altitude, or potential temperature surface and then construct field values that are co-located with the correlative measurement. Alternatively, one can use another quantity, such as potential vorticity, to transform the satellite and correlative measurement spatially.

The parameter that defines the quality of relative variations within a satellite water vapour field is the data precision, which is defined as the random error for the retrieved profile. Accuracy is defined by the combination of the random and systematic errors. It is noted at this point that the term systematic error should often be thought of as an uncertainty because if a bias were truly
known, one could correct for it in the data set. Nevertheless, we refer to biases or systematic
effects as errors in this report. When assessing trends from a satellite data set, one is usually
analysing its daily zonally-averaged field. This averaging reduces its random errors. The long-
term changes in its systematic error components must be known in order to quantify any trend
in water vapour. Therefore, the error assessments for the satellite data are given in terms of
their random and systematic terms.

Sources of systematic error for each of the data sets depend on their specific measurement
technique, but are generally dominated by uncertainties in spectral parameters and/or on the
stability and knowledge of the instrument pointing. While these potential biases should not be
affecting trends, any changes of the smaller biases are harder to characterise. For example, the
long-term stability of the measured radiances or transmittances must be traced back to the
instrument calibration. In addition, all satellite techniques must either account for the effects of
clouds and heavy aerosol or at least mitigate their presence spectrally, especially as one begins
to view the upper troposphere. Nevertheless, for those altitude regions where the measurement
signal-to-noise (S/N) is high, all of the satellite data sets in this report have good precision
(small random measurement error) and should provide for large-scale water vapour distributions
that are qualitatively believable.

Although each instrument was carefully characterised and calibrated prior to flight, all
experiments employ some onboard calibration or at least provide some information on long-
term changes in instrument health as part of their operational mission parameters. Nevertheless
there can be long-term instrument degradation or atmospheric effects (for example, decay of
interfering volcanic aerosols) that may not be known very well - potentially affecting the
accuracy of a time series of the retrieved water vapour. The interpretation of data time series
obtained from several successive instruments (e.g., TOVS on operational satellites) must also
consider instrument-to-instrument calibration uncertainties. The following subsections contain
estimates of measurement and retrieval errors for individual water vapour profiles, as well as
some discussion of effects that could impart a false trend to a time series of those profiles. The
TOVS, SAGE II, and HALOE data sets of Table 1.22 are potentially useful for trend study, and
their descriptions are more extensive and focused on those sources of systematic error that could
affect a trend analysis.

Table 1.22 Coverage and time spans for satellite data sets

<table>
<thead>
<tr>
<th>Instrument</th>
<th>Latitude</th>
<th>Period of assessment</th>
<th>Vertical range</th>
</tr>
</thead>
<tbody>
<tr>
<td>TOVS</td>
<td>global</td>
<td>1979-1999 (daily)</td>
<td>200 hPa to 500 hPa</td>
</tr>
<tr>
<td>LIMS</td>
<td>64S-84N</td>
<td>Oct 1978 -May 1979 (daily)</td>
<td>1 h Pa to 100 hPa</td>
</tr>
<tr>
<td>SAGE II (solar occultation)</td>
<td>60S-60N</td>
<td>Jan 1986-Jun 1991</td>
<td>3 hPa to cloud tops</td>
</tr>
<tr>
<td>ATMOS (solar occultation)</td>
<td>specific latitudes each Shuttle mission</td>
<td>Apr/May 1985, Mar/Apr 1992, Apr 1993, Nov 1994</td>
<td>0.01 hPa to 100 hPa</td>
</tr>
<tr>
<td>HALOE (solar occultation)</td>
<td>70S-70N</td>
<td>Oct 1991 -Sep 1999</td>
<td>0.01 hPa to 200 hPa</td>
</tr>
<tr>
<td>MLS stratospheric</td>
<td>34N-80S or 34S-80N per yaw cycle</td>
<td>Sep 1991 -Apr 1993</td>
<td>0.01 hPa to 100 hPa</td>
</tr>
<tr>
<td>MLS UTH</td>
<td>see MLS stratospheric</td>
<td>Sep 1991 - Sep 1994; intermittent thereafter</td>
<td>147, 215, 316, 464 hPa</td>
</tr>
<tr>
<td>MAS</td>
<td>near-global range of latitudes per Shuttle mission</td>
<td>Mar/Apr 1992, Apr 1993, Nov 1994</td>
<td>0.01 hPa to 50 hPa</td>
</tr>
<tr>
<td>ILAS (solar occultation)</td>
<td>57N-73N, 64S-88S</td>
<td>Nov 1996 -Jun 1997</td>
<td>0.1 hPa to cloud tops</td>
</tr>
<tr>
<td>POAM III (solar occultation)</td>
<td>54N-71N, 63S-88S</td>
<td>Mar 1998 -Sep 1999</td>
<td>3 hPa to cloud tops</td>
</tr>
</tbody>
</table>
1. Instrumentation and data sets

The experiments and data sets in this section are ordered according to when each instrument began operations. At the time of this report the TOVS, SAGE II, HALOE, and POAM instruments were still taking data. In some cases, major satellite instruments have provided water vapour data with good coverage each day (SAMS on Nimbus 7 and ISAMS and CLAES on the UARS spacecraft), but they are not part of this assessment because their measured distributions are not of value to the UT/LS region. Another reason for not including those results is because their data uncertainties are either large or not well characterised. Still, much has been learned from those particular approaches for measuring and retrieving water vapour, and that understanding is being applied to the design of next-generation satellite instruments and retrieval algorithms.

1.4.1 Operational satellite upper tropospheric humidity (UTH)

Infrared and microwave observations by polar-orbiting satellites

The TIROS Operational Vertical Sounder (TOVS) is a suite of instruments that has flown on the NOAA series of operational polar-orbiting satellites since late 1978. Each NOAA satellite provides nearly contiguous, global coverage of the Earth twice per day and there are normally two satellites operational observing the Earth every 6 hours. The TOVS consists of three instruments; the High Resolution Infrared Sounder (HIRS) for sounding temperature and moisture profiles, the Microwave Sounding Unit (MSU) for sounding temperature profiles, and the Stratospheric Sounding Unit (SSU) for sounding temperature profiles. Although the TOVS instruments were designed for quantitative use to provide temperature and moisture sounding input into numerical weather prediction models, the long-term, global coverage provided by TOVS has become an important source of observational data for climate monitoring [NRC, 2000].

The HIRS is a twenty channel infrared filtered radiometer that includes three channels for measuring water vapour in the lower, middle, and upper troposphere. Since the HIRS is a filter radiometer, the upper tropospheric water vapour channel that measures upwelling radiation in the 6.5 micrometer region is sensitive to a broad atmospheric layer from about 200-500 hPa [Wu et al., 1993]. The spatial resolution of the HIRS is about 25 km at nadir and decreases to about 40 km at the end of the scan. Calibration through the entire optics of the HIRS instrument is performed every 40 scan lines by viewing Space and an internal calibration target [Smith et al., 1979]. There are usually two NOAA polar-orbiting satellites operational at any time, thus providing data four times per day globally in cloud-free and up to approximately 70% in partially cloudy regions. There are three upper tropospheric water vapour products, each with relative advantages and disadvantages, that are discussed here: (1) use of upper tropospheric water vapour channel radiances (brightness temperatures), (2) a simple retrieval of upper tropospheric humidity (UTH), and (3) a complete inversion of all HIRS/MSU channels to obtain temperature and moisture profiles.

Infrared upper tropospheric water vapour channels are also used on the geostationary satellites and these channels are very similar to the HIRS. The METEOSAT spacecraft was the first to carry such a channel. The sounder on the GOES satellites also carried an upper tropospheric water vapour channel. These early channels on the geostationary satellites were intended for semi-quantitative work and on-board calibration was not always possible. Efforts are now underway to intercalibrate the upper tropospheric water vapour channels, in order to compile a climatology from the geostationary satellites.

More recently, microwave water vapour sounders have begun to fly on the operational polar-orbiting satellites of both the Defense Meteorological Satellite Program (DMSP, the SSMT2
instrument) and NOAA (the AMSU-B instrument). These microwave instruments produce measurements of layer-mean upper tropospheric water vapour similar to HIRS, but have the advantage of extending into cloudy, non-precipitating atmospheres. The first SSMT2 instrument began flying in April 1993, and there has been nearly continuous coverage from a single DMSP satellite since then. There is as yet, however, no climatology compiled from these data. The first AMSU-B instrument on the NOAA series satellites began operating in June 1998, and all future NOAA satellites will carry the AMSU-B in addition to the HIRS. Unfortunately, this first AMSU-B instrument on the NOAA-15 spacecraft has been plagued by instrument noise problems.

The data set of HIRS infrared radiance and upper tropospheric humidity (UTH) available for this assessment is derived from the clear column radiance (CCR) data set produced by NOAA NESDIS. (Future updates of the data will be produced from lower level data from the TOVS radiance pathfinder project.) The CCR brightness temperature data are subject to extensive quality control and binned into grids of 2.5 degrees latitude-longitude and time averages of 5-day and monthly means [Bates and Jackson, 1997; Bates et al., 1996]. Table 1.23 describes the characteristics of this data set. There are numerous possible sources of both random and systematic error involved in the production of this data set and these are discussed in detail in the references. The accuracy figure in Table 1.23 refers to the random errors associated with instrumental noise, an angular correction to nadir, the cloud clearing, and the averaging of at least 5 observations per grid box per month. In practice, each grid box contains substantially more than 5 observations per month (typically 50-100 per month), so the random error asymptotes to a lower threshold that depends upon the systematic error. The largest source of systematic error is due to the slightly different filter response function from the ten different instruments used over the twenty-year time period. Forward radiative transfer simulations are used to estimate these errors and have used an empirical method to adjust all instruments to a baseline instrument. The residual systematic error is estimated at less than 0.1K. The accuracy of these observations relative to other observations will be discussed in more detail in later chapters.

**Table 1.23 Characteristics of the HIRS channel 12 upper tropospheric water vapour data set.**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Character</th>
</tr>
</thead>
<tbody>
<tr>
<td>technique</td>
<td>clear infrared emission near 6.5 micrometers</td>
</tr>
<tr>
<td>accuracy (random)</td>
<td>1.11K (5 obs/month), 0.11K (100 obs/month)</td>
</tr>
<tr>
<td>accuracy (systematic)</td>
<td>0.1K global/interannual</td>
</tr>
<tr>
<td>precision</td>
<td>0.01K</td>
</tr>
<tr>
<td>time/space resolution</td>
<td>monthly, 2.5 degrees latitude-longitude</td>
</tr>
<tr>
<td>altitude range</td>
<td>200-500 hPa. (varies with water vapour amount)</td>
</tr>
<tr>
<td>measured quantity</td>
<td>upwelling radiance</td>
</tr>
<tr>
<td>calibration procedure</td>
<td>on-board blackbody and cold space views</td>
</tr>
</tbody>
</table>

A main advantage in the use of radiance data versus retrievals of UTH or temperature and moisture profiles is that the error characteristics for the radiances are much simpler than for the retrievals. This is a critical issue for the use of these data in both numerical weather prediction and in climate. In numerical weather prediction, the use of radiances, and particularly the use of upper tropospheric water vapour radiances in the tropics, has led to a large positive impact in forecasts [McNally and Vesperini, 1996]. The use of radiances, however, requires highly accurate and very fast radiative transfer models for these regions of the spectrum. A recent intercomparison of radiative transfer models has demonstrated that this requirement has been met [Soden et al., 2000].
Sensitivity analysis

One way to visualise the sensitivity of water vapour sounding channels to the emission of radiation from typical temperature and moisture profiles is through the use of the weighting function. Figure 1.10 shows a comparison of the weighting functions for infrared water vapour channels for the HIRS channel 12 and a microwave water vapour channel of the SSMT2.

Figure 1.10 Comparison of normalised weighting functions for SSMT2 and HIRS for a dry (left) and a wet (right) tropical atmosphere.

A sensitivity analysis of the modelled HIRS and microwave (SSMT2 and AMSU-B) radiance or brightness temperature, \( T_B \), to changes in temperature and moisture profiles was carried out for the tropical profiles using a carefully sampled radiosonde data base, the Thermodynamic Initial Guess Retrieval [Chevallier et al., 1998]. This involved two sets of analyses: (1) comparing simulated \( T_B \) as a function of three vertical layer mean relative humidity (RH) values over oceans for 100-300 hPa, 300-500 hPa, and 500-1000 hPa, and (2) perturbing the temperature and moisture profiles in these three layers by a small amount in order to identify the differences in the sensitivity of HIRS and microwave instruments. Because the SSMT2 and HIRS water vapour channels are sensitive to both water vapour and temperature, the \( T_B \) is more highly correlated to relative humidity than water vapour mixing ratio or overburden. All relative humidity perturbations were constrained between 0 and 100%. It should be noted that the relative humidity values were computed with respect to liquid water, as is the convention with radiosonde data. As a result, cold upper tropospheric temperatures can reduce the relative humidity maximum from 100% to as little as 70% due to saturation with respect to ice. The first two layers were chosen to quantify the sensitivity each instrument has at different levels of the upper troposphere.

The sensitivity of the SSMT2 and the HIRS \( T_B \) to moisture and temperature perturbations is described here as the difference in \( T_B \) from the perturbed case and the non-perturbed case \( \Delta T_B = T_B \) (perturbed) - \( T_B \) (non-perturbed). Sensitivity analyses were performed by modifying the
relative humidity field by 10% (holding temperature constant) and then by modifying the temperature field by 2K (holding specific humidity constant). These increments were chosen arbitrarily in order to illustrate the sensitivity differences between SSMT2 and HIRS and are not intended to explain observed differences in the SSMT2 and HIRS $T_B$. Because the interest for climate studies is on systematic differences, random errors due to instrument noise were considered to be negligible when averaged over a large number of individual samples and are therefore ignored. Tables 1.24 and 1.25 summarise the results of the perturbation analysis for the two upper layers. As shown in these tables, the results are essentially symmetric for positive and negative perturbations in temperature, but not for changes in relative humidity. The SSMT2 has the strongest sensitivity to moisture perturbations and both instruments have a similar sensitivity to temperature perturbations. For a 10% increase in relative humidity in the highest levels (100 to 300 hPa) the SSMT2 $T_B$ drops by 4.90 K while the HIRS $T_B$ only drops by 3.71 K. The change for a 10% decrease in relative humidity, however, is even larger with a $T_B$ increase of 6.69 K for the SSMT2 and 6.41 K for HIRS.

The sensitivity of HIRS $T_B$ to the water vapour continuum effects was examined using the MODTRAN-3 spectral model. It was found that the continuum contribution to the $T_B$ was slightly dependent on latitude with a 1.61 K increase in temperature for the tropical profiles and a 1.15 K increase in temperature for the polar profiles.

Table 1.24 Modelled $T_B$ perturbations using tropical Thermodynamic Initial Guess Retrieval (TIGR)-2 profiles and perturbing the relative humidity profile by ±10%. The scatter plot summary statistics between SSMT2 and HIRS channel 12 (H12) $T_B$ are given in the columns slope, mean diff., and rms. diff. $\Delta T_B$ columns show the $T_B$ changes due to perturbing relative humidity in the given layers.

<table>
<thead>
<tr>
<th></th>
<th>SSMT2/H12</th>
<th>SSMT2/H12</th>
<th>SSMT2/H12</th>
<th>H12 $\Delta T_B$</th>
<th>SSMT2 $\Delta T_B$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>slope</td>
<td>mean diff</td>
<td>rms diff</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TIGR +10% RH(100-300 hPa)</td>
<td>1.30</td>
<td>6.23</td>
<td>1.41</td>
<td>-1.57</td>
<td>-2.52</td>
</tr>
<tr>
<td>TIGR +10% RH(300-500 hPa)</td>
<td>1.23</td>
<td>6.05</td>
<td>1.29</td>
<td>-1.98</td>
<td>-3.12</td>
</tr>
<tr>
<td>TIGR NO CHANGE</td>
<td>1.28</td>
<td>7.18</td>
<td>1.42</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>TIGR -10% RH(100-300 hPa)</td>
<td>1.23</td>
<td>7.79</td>
<td>1.56</td>
<td>1.54</td>
<td>2.14</td>
</tr>
<tr>
<td>TIGR -10% RH(300-500 hPa)</td>
<td>1.24</td>
<td>8.20</td>
<td>1.65</td>
<td>2.66</td>
<td>3.68</td>
</tr>
</tbody>
</table>

Table 1.25 As in Table 1.24, except temperature perturbations of ±2K were performed.

<table>
<thead>
<tr>
<th></th>
<th>SSMT2/H12</th>
<th>SSMT2/H12</th>
<th>SSMT2/H12</th>
<th>H12 $\Delta T_B$</th>
<th>SSMT2 $\Delta T_B$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>slope</td>
<td>mean diff</td>
<td>rms diff</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TIGR +2K (100 to 300 hPa)</td>
<td>1.27</td>
<td>7.27</td>
<td>1.41</td>
<td>0.45</td>
<td>0.53</td>
</tr>
<tr>
<td>TIGR +2K (300 to 500 hPa)</td>
<td>1.27</td>
<td>7.41</td>
<td>1.39</td>
<td>1.08</td>
<td>1.30</td>
</tr>
<tr>
<td>TIGR NO CHANGE</td>
<td>1.28</td>
<td>7.18</td>
<td>1.42</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>TIGR -2K (100 to 300 hPa)</td>
<td>1.30</td>
<td>7.08</td>
<td>1.44</td>
<td>-0.43</td>
<td>-0.53</td>
</tr>
<tr>
<td>TIGR -2K (300 to 500 hPa)</td>
<td>1.30</td>
<td>6.93</td>
<td>1.46</td>
<td>-1.06</td>
<td>-1.31</td>
</tr>
</tbody>
</table>

Retrieval of upper tropospheric humidity

Some investigators [Soden and Bretherton, 1993; Stephens et al., 1996] have developed regression relationships between the upper tropospheric water vapour radiance and upper tropospheric humidity (UTH). The advantages of retrieving UTH are that it uses a subset of all the sounding channels, which allows for rapid processing of large volume data sets and it retrieves a parameter that can be more easily compared to other satellite observations and more traditional in situ observations. The disadvantages are that the UTH retrieval does not use the
complete set of sounding channels (it does not use all available information), it is biased to the dependent data sample used to derive the regression, and it will tend to underestimate the extremes.

A regression was developed for UTH using a combination of the methods above and using the TIGR data set as the dependent data set. The UTH regression equation is of the form,

\[
UTH = \text{BETA} \times \exp(A1 + A2 \times T12)
\]  

where \( \text{BETA} = B1 + B2(T6 - T4) \), and where the \( T \) values are the HIRS brightness temperatures in channel 12 (the upper troposphere water vapour channel) and channels 4 and 6, which are temperature sounding channels in the lower and upper troposphere (a measure of the tropospheric lapse rate). In this method the use of the temperature channels does not allow a retrieval of the specific humidity; it only provides a slight correction to the UTH for the gross character of the lapse rate. Figure 1.11 shows the regression fits for these two parameters using the TIGR data set for UTH with respect to ice.

![Graph showing regression parameters for UTH](image)

\[ YNT = -0.045 \]
\[ \text{SLOPE} = 0.009 \text{ K}^{-1} \]
\[ \text{RMS} = 0.020 \]
\[ YNT = 30.88 \]
\[ \text{SLOPE} = -0.124 \text{ K}^{-1} \]
\[ \text{RMS} = 0.246 \]

Figure 1.11  Plots of regression parameters for upper tropospheric humidity (UTH) in terms of (top) the lapse rate of HIRS brightness temperature, and (bottom) the absolute brightness temperature from HIRS in the upper troposphere.

**Retrieval of temperature and moisture profiles from HIRS/MSU data**

Numerous retrieval methods using HIRS/MSU data have been developed in the past 20 years for a variety of applications. It is beyond the scope of this discussion to survey all the strengths and weaknesses of the various techniques. The Improved Initialisation Inversion (3I) method [Chedin et al., 1985; Chedin, 1994; and Scott et al., 1999] also referred to as Pathfinder Path B, is the consensus retrieval algorithm for climate applications. The advantages of a complete retrieval method are that it makes use of all the available radiance information, is a true solution
to the radiative transfer equation, and complete profiles of temperature and moisture are obtained for the troposphere. The disadvantages of a complete retrieval are that it is very time consuming and the inversion process is ill conditioned so that ancillary data are required to stabilise the inversion. Great care must be taken in the choice and use of ancillary information, since this information can create complex and systematic errors in retrievals.

The 3I/Path B inversion algorithm is a direct, non-iterative, physico-statistical method that uses information from all channels of the HIRS/MSU instruments. The algorithm includes many steps: calibration and HIRS/MSU spot collocation, initial air mass classification, cloud detection and correction, first guess selection using the TIGR data set, temperature profile retrieval using Bayesian estimation, cloud parameter determination, cloud clearing of moisture sensitive channels, surface temperature retrieval, and water vapour retrieval using a neural network approach. Data from January 1989 to August of 1994 are currently available and processing is continuing for the entire TOVS period of record, 1979-present. This approach will allow for an estimate of long-term trends of layer-mean specific humidity in the future from HIRS data.

The water vapour retrieval uses a non-linear neural network estimate [Charboureau et al., 1998]. The vertical distribution of specific humidity is obtained by using the 4 HIRS channels most sensitive to water vapour absorption (HIRS channels 8, 10, 11, and 12) combined with 6 HIRS channels sensitive to tropospheric temperature (HIRS channels 2-7). The outputs from the neural network are the layer precipitable water for 5 standard layers (100-300, 300-500, 500-700, 700-850, and 850-surface). These outputs are then transformed into water vapour contents above the surface, 850 hPa, 700 hPa, 500 hPa, and 300 hPa. No retrieval is performed for any pressure level if the surface pressure is lower than 850 hPa. Training of the neural network is performed using the TIGR data set. Validation of this technique against in situ observations has been presented in Scott et al. [1999] and is discussed in chapter 2.

1.4.2 Limb Infrared Monitor of the Stratosphere (LIMS)

The Nimbus 7 Limb Infrared Monitor of the Stratosphere (LIMS) experiment yielded near-global distributions of stratospheric water vapour from October 25, 1978 through May 28, 1979 [Gille and Russell, 1984; Remsberg et al., 1984]. LIMS was a cryogenically cooled, broadband filter radiometer with a water vapour channel centred at 6.9 micrometers. A complete profile was obtained every 12 seconds both day and night and with a vertical resolution for retrieved water vapour of about 5 km. Calibrations against an internal blackbody and views to cold Space were performed for each pair of scans. Line parameters for H_2O were obtained from the 1980 AFGL tape [Rothman, 1981] and the interfering effects from the O_2 continuum were adapted from Timofeyev and Tonkov [1978].

The LIMS data provided the first comprehensive picture of stratospheric H_2O. Its distributions have also been used in studies of the stratospheric budget of water vapour by Jones et al. [1986] and Hansen and Robinson [1989], and, in particular, to estimate the H_2O mixing ratio as it ascends into the tropical stratospheric "overworld" from below. Those estimated entry-level values ranged from 2.7 ppmv to 3.3 ppmv, respectively.

Quality of the archived (Version 5) LIMS data

The precision of the Level 2 data is estimated to be 10% for pressures greater than 10 hPa, 15% from 5 to 10 hPa, and 20% for pressures less than 5 hPa [Russell et al., 1984]. The accuracy of individual water vapour profiles retrieved from the LIMS radiances is also evaluated in Russell et al. [1984] and Remsberg et al. [1984] by simulating the effects of known sources of LIMS water vapour error and by comparisons with correlative measurements. Uncertainties for daily...
zonal averages of those profiles are reported in Remsberg and Russell [1987] and are repeated here: 27% at 1 hPa, 17% from 30 hPa to 3 hPa, and 20% at 50 hPa. Profile quality degrades below the 50 hPa level.

Water vapour data quality is affected at the stratopause (1 hPa) because of its poor precision (low signal-to-noise ratio for the LIMS water vapour radiances) and because of significant uncertainties in the radiances from the field-of-view spatial side lobes [Russell et al., 1984]. Kerridge and Remsberg [1989] considered the effects of an additional complication for the retrieval of upper stratospheric LIMS water vapour during daylight. The values at those levels are significantly larger for day versus night - a possible consequence of non-local thermodynamic equilibrium emission at 6.9 micrometers from water vapour and perhaps NO2. As a result, they recommended that scientific studies of LIMS water vapour should be based on the vertical distribution of its nighttime values. Uncertainties in the line parameters for water vapour and from the effects of profile registration and temperature bias tend to limit the quality of LIMS water vapour in the middle stratosphere.

The Version 5 water vapour is less accurate in the lower stratosphere. In particular, there are systematic errors just above the tropical tropopause due to LIMS temperatures that are too warm, to uncertainties in the interfering effects of the pressure-induced O2 continuum, and possibly to contaminating emission from aerosols and clouds that was not accounted for. Furthermore, in the tropics there is a sharp increase of water vapour and temperature just below the tropopause. The instantaneous finite vertical field-of-view width of 3.6 km for the LIMS water vapour channel smoothes across that region, and its effects must be carefully removed in the radiance deconvolution procedure. Uncertainties due to all of these effects cause the position of the retrieved tropical water vapour minimum to occur at an altitude that is 1 to 2 km too high and to be too dry.

**Improvements for a Version 6 of the LIMS data**

A major effort has been underway to improve the LIMS algorithm and incorporate the latest line parameter data for the retrievals of both temperature and species. One finding that has altered the character of the distributions of all the species is a better estimate of spacecraft attitude along an orbit, based on a match of the calculated and observed LIMS radiances in the lower mesosphere for its narrow-band CO2 channel. This refinement altered both the pressure registrations of the water vapour radiances and its associated temperature profile. The Version 6 Level 2 water vapour distributions have better overall symmetry across both hemispheres, especially for the low altitude increases that are due to tropospheric water vapour and to interfering emissions from clouds. Spectral line parameters are from HITRAN 92 [Rothman et al., 1992] and the O2 continuum model is from Orlando et al. [1991]. Version 6 temperatures are colder at the tropical tropopause. Because of all these changes the isolines of minimum water vapour in the lower stratosphere slope downward toward the Poles in the manner of the isentropic surfaces. Minimum zonal-mean water vapour values are of order 3.5 ppmv in the tropics. Preliminary estimates indicate that the Version 6 single profile random errors are similar to those of Version 5 but the systematic uncertainties are smaller.

There is confidence that the daily zonal mean distributions are improved over those from Version 5. It is expected that the reprocessing of the profile data will be finished and available in 2000. Version 6 is not being considered for this assessment, however.
1.4.3 Stratospheric Aerosol and Gas Experiment (SAGE) II

The Stratospheric Aerosol and Gas Experiment II (SAGE II) is a third generation satellite-borne sensor that utilises the solar occultation technique in the visible to near infrared spectral region to measure the concentration of different species in the atmosphere. SAGE II is flying on the Earth Radiation Budget Experiment (ERBE) spacecraft launched by the Space Shuttle in October of 1984. As of this time, the spacecraft and instrument are functioning normally even though half of the batteries on the spacecraft are dead. Continuous measurements from the SAGE II instrument have been obtained for the last fifteen years. Water vapour measurements are obtained from a spectral channel centred at the 940 nm water vapour band.

**Measurement and retrieval technique**

SAGE II is a seven channel sun-pointing radiometer consisting of a grating and spectral filters together with photodiode detectors. Mauldin et al. [1985] gives a detailed description of the SAGE II instrument. Because of the solar occultation geometry, SAGE II provides 30 measurement events per day, consisting of fifteen sunrises and fifteen sunsets. With a 57 degree inclination orbit for the ERBE spacecraft, the locations of the SAGE II measurements are generally restricted to latitudes within about 60°S and 60°N. Figure 1.12 illustrates the coverage of the SAGE II measurements from 1985 to 1986. The coverage pattern nearly repeats from year to year.

![Latitude of SAGE II Measurements](image)

**Figure 1.12** Latitude locations for the daily-averaged SAGE II sunrise and sunset measurements during 1985-86.

The SAGE II instrument records the Sun’s radiance when its scan mirror views both above and through the Earth’s atmospheric limb. Because the retrieval algorithm considers the profile of the ratio of the atmospheric to the exo-atmospheric radiances, its transmittance as a function of altitude, the SAGE results are essentially self-calibrated. In other words the effects of any degradation of the optical throughput within the instrument is avoided by performing the ratios of those radiance measurements except at altitudes where the signal approaches the noise level. The description of the Version 5.90 inversion algorithm for the SAGE II water vapour is given in Chu et al. [1993] and in Pruvost et al. [1993]. Spectral line parameters were taken from the
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1982 compilation of AFGL. Validation and data use for the SAGE II water vapour have been reported [McCormick et al., 1993; Chiou et al., 1993; Rind et al., 1993; Chiou et al., 1997]. The overall SAGE II inversion methodology for the species that affect water vapour (aerosol, ozone, and nitrogen dioxide) can also be found in Chu et al. [1989].

Uncertainty and potential systematic error for the SAGE II water vapour

For the occultation measurements in the 940 nm spectral region, water vapour absorption typically accounts for about 25% of the total measured extinction, while aerosols, ozone absorption, and Rayleigh scattering account for the other 75% under normal conditions. However, after a major volcanic eruption the aerosols dominate the extinction at 940 nm. Chu et al. [1993] and Larsen [1998] have performed extensive studies of the sensitivity of the SAGE II water vapour data to its error sources. Systematic errors have been considered from the water vapour line parameters, the emissivity growth approximation computation scheme, temperature bias, and the interference from Rayleigh and aerosol scattering and ozone absorption. It is found that in a low aerosol environment, systematic errors of 20 to 30 percent are typical between the tropopause and 30 km, and the total error is still dominated by the ability to completely remove the aerosol contribution. For altitudes above 30 km and below the tropopause the systematic error is about 10%, primarily due to line parameter uncertainties. Random errors arise from uncertainties in the measured signal, altitude registration, and the effects of ozone, temperature, and aerosol. The combined random error for single profiles is between 10 and 20% up to 40 km. Table 1.26 summarises the error analysis for the SAGE II water vapour profiles.

Table 1.26 Summary of SAGE II Water Vapour Data Errors

<table>
<thead>
<tr>
<th>Error source</th>
<th>Altitude (km)</th>
<th>Systematic error (%)</th>
<th>Random error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>forward model</td>
<td>0-25</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>(line parameters, emissivity</td>
<td>5-40</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>growth approximation tables)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>aerosol correction</td>
<td>trop-25</td>
<td>25</td>
<td>5</td>
</tr>
<tr>
<td>(1990 level at midlatitude)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ozone correction</td>
<td>15-35</td>
<td>12</td>
<td>1</td>
</tr>
<tr>
<td>Rayleigh correction</td>
<td>10-30</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>measurement error</td>
<td>0-30</td>
<td>5-10</td>
<td></td>
</tr>
<tr>
<td>altitude error</td>
<td>0-40</td>
<td>5-10</td>
<td></td>
</tr>
</tbody>
</table>

Potential short-term and long-term errors

As discussed above, the water vapour retrieval accuracy is extremely sensitive to the correct removal of aerosol interference. Even with relatively low aerosol levels, such as the condition in 1990 at mid-latitudes, the estimate of potential systematic error in the water vapour profile due to aerosol is about 25%. Sensitivity analyses by Chu et al. [1993] for the higher levels of aerosol in 1985 show that the systematic error in water could be as high as 100% at mid-latitudes and much higher at tropical latitudes.

Besides the time dependent errors due to aerosol interference, there are still two other potential time dependent errors caused by changes in the SAGE II instrument. The first problem is the scan mirror reflectivity with scan angle, which was very stable from 1984 through 1990. However, after 1990 the functional behaviour of the reflectivity with angle started to change. A correction has been attained, but it must be implemented a year to two years after data acquisition because of the large number of calibration data that are required for its
characterisation. This process has been complicated with the recent failure of the spacecraft batteries. As a result, there is a potential for systematic error in the water vapour retrieval, especially for values at higher altitudes. The second potential problem is a drift in the 453 nm filter. While such a drift primarily affects retrieved NO$_2$, it can also produce a drift in the retrieved aerosols for the 450 nm region. Any drift in the 450 nm aerosol, even at low aerosol amounts, can potentially affect the water vapour retrieval because of its high sensitivity to aerosol interference.

After considering all the short term and long term errors it is questionable whether the SAGE II data can be used to assess changes in water vapour after 1990 with an accuracy of less than 50%. Prior to that time, trends are uncertain from the top of the volcanic aerosol layer to near tropopause altitudes. A better estimate of the quality of SAGE II water vapour should be possible from the Version 6 algorithm, which will incorporate better corrections for the drifts in scan mirror reflectivity and in the 453 nm filter.

**Currently available SAGE II water vapour data**

SAGE II water vapour data from January 1986 to May 30, 1991 are available at the NASA Langley Distributed Active Archive Center (DAAC). This 5-year data set was obtained with the Version 5.90 algorithm. The El Chichon aerosols severely affected the water vapour data through 1985. Similarly, the Pinatubo aerosols affected the water vapour data after May 1991; aerosol extinction levels did not become equivalent to those of 1986 until 1996.

### 1.4.4 Atmospheric Trace Molecule Spectroscopy (ATMOS)

**General description**

The Atmospheric Trace Molecule Spectroscopy instrument (ATMOS) is a Space Shuttle-borne Fourier transform infrared spectrometer that simultaneously measures vertical profiles of a variety of atmospheric species from the upper troposphere to well above the stratosphere [Farmer et al., 1987; Gunson et al., 1990 and 1996]. ATMOS is a fast-response Michelson interferometer, which obtains high resolution (~0.01 cm$^{-1}$), broadband spectra through orbital sunrises and sunsets during solar occultation by the Earth. This observational technique provides immediate calibration data with each occultation, making the instrument self-calibrating and thereby eliminating long-term drift. The accuracy of such measurements is generally insensitive to changes in background transmission, e.g., resulting from heavy volcanic aerosol loading, although precision will be degraded with a significant reduction in the signal.

ATMOS is currently packaged to fly on the Space Shuttle. From a low-Earth orbit of ~300 km altitude typical for the Space Shuttle, an occultation observation requires ~4 min. With an instrument scan time of 2.2 s, approximately 100 spectra are recorded, resulting in a vertical spacing of ~2 km in the lower stratosphere to ~4 km in the upper stratosphere. At tangent heights in the middle stratosphere, the vertical spacing is 2-3 km. The vertical spacing coupled with the instantaneous instrument field-of-view of 1.0-2.8 mrad leads to an effective vertical resolution of 3-6 km [Gunson et al., 1996].

ATMOS has been deployed four times as part of the Spacelab 3 and ATLAS-1, ATLAS-2, and ATLAS-3 missions [Kaye and Miller, 1996]. Observations from these missions cover the following periods of time and ranges of latitude:
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### Table 1.27 Listing of ATMOS missions

<table>
<thead>
<tr>
<th>Mission</th>
<th>Period</th>
<th>Latitudes</th>
<th>Measurement mode</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spacelab 3</td>
<td>30 Apr - 1 May 1985</td>
<td>47 - 51S</td>
<td>sunrise</td>
</tr>
<tr>
<td></td>
<td></td>
<td>26 - 35N</td>
<td>sunset</td>
</tr>
<tr>
<td>ATLAS-1</td>
<td>25 Mar - 2 Apr 1992</td>
<td>0 - 55S</td>
<td>sunrise/sunset</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0 - 31N</td>
<td>sunset</td>
</tr>
<tr>
<td>ATLAS-2</td>
<td>8 - 16 Apr 1993</td>
<td>10 - 50S</td>
<td>sunset</td>
</tr>
<tr>
<td></td>
<td></td>
<td>63 - 68N</td>
<td></td>
</tr>
<tr>
<td>ATLAS-3</td>
<td>3 - 12 Nov 1994</td>
<td>65 - 72S</td>
<td>sunrise</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3 - 49N</td>
<td>sunset</td>
</tr>
</tbody>
</table>

In order to enhance the signal-to-noise ratio and minimise zero-level offsets, measurements are
made in selected spectral regions defined by optical bandpass filters given in the following Table.

### Table 1.28 Spectral regions of ATMOS

<table>
<thead>
<tr>
<th>Filter</th>
<th>Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>600 - 1180 cm⁻¹</td>
</tr>
<tr>
<td>2</td>
<td>1100 - 2000 cm⁻¹</td>
</tr>
<tr>
<td>3</td>
<td>1580 - 3450 cm⁻¹</td>
</tr>
<tr>
<td>4</td>
<td>3100 - 4800 cm⁻¹</td>
</tr>
<tr>
<td>9</td>
<td>625 - 2450 cm⁻¹</td>
</tr>
<tr>
<td>12</td>
<td>625 - 1450 cm⁻¹</td>
</tr>
</tbody>
</table>

For each sunrise or sunset occultation, spectra are recorded in one of these six transmission
regions; the filter selection determines which species can be retrieved for that occultation
[Gunson et al., 1996; Abrams et al., 1996a]. The accuracy of the ATMOS measurements is
generally dominated by experimental uncertainty in the line strengths and the isolation of
spectral features (e.g., the degree of blending or overlap with spectral features of other species),
particularly at the lower tangent heights. The precision is a statistical measure of the scatter in
the retrievals and is largely determined by random spectral noise and by uncertainties in the
tangent altitudes and the assumed temperature-pressure profiles.

#### Retrieval description

After the interferograms have been transformed to spectra, the spectra are referenced to an
average exo-atmospheric spectrum (from measurements above 165 km), eliminating solar and
instrumental spectral features [Norton and Rinsland, 1991]. An initial “first-guess” tangent
height is assigned based on the spacecraft ephemeris data. The tangent pressure is retrieved by
fitting temperature-insensitive CO₂ absorption bands [Abrams et al., 1996b], and refined
temperature-pressure profiles are retrieved from absorption features that provide the populations
of CO₂ rotational states [Stiller et al., 1995]. These retrievals provide pressures with an
estimated accuracy of 4-10% and precision of 1-3% and temperatures with an accuracy of
2-3 K.

Smaller spectral intervals (micro-windows) containing predominantly the absorption features of
a selected trace gas are used for the retrieval of the volume mixing ratio profiles. These micro-
windows differ with species and altitude and depend on the location, shape, and strength of the
target gas absorption, spectral congestion, and temperature dependence of the spectral features
[Gunson et al., 1990, Brown et al., 1996]. Line strengths used to retrieve water vapour are
given by Brown et al. [1996].
The Version 3 algorithm was adapted from an algorithm developed for the analysis of MkIV balloon spectra (see Section 1.3.3) and differs from that of Version 2 in several ways. In particular, the Version 3 algorithm employs a simultaneous global fit for multiple species and tangent pressures rather than the sequential onion-peeling approach for individual species used for Version 2. This new version of the ATOMS data extends to lower altitudes and includes additional species. Version 3 retrievals provide $[\text{H}_2\text{O}]$ for all filters ($[X]$ denotes volume mixing ratio of species $X$). Both versions of water vapour are retrieved in the altitude range of ~10-80 km for Filters 2, 3, and 9 with an average estimated (1σ) accuracy of 6% [Abrams et al., 1996a, Gunson et al., 1996]. Water vapour is retrieved for Filter 4 with a much larger uncertainty and a significant systematic bias for both versions. In addition, Version 3 water vapour retrievals are available for Filter 12, and comparisons among $[\text{H}_2\text{O}]$ profiles from Filters 3, 9, and 12 show excellent agreement [Michelsen et al., 2000a]. Version 3 retrievals of water vapour are available for Filter 1, but these retrievals currently appear to be unreliable, perhaps because of the lack of temperature-insensitive $\text{H}_2\text{O}$ lines in Filter 1. A preliminary estimate of the random error for Version 3 yields an average value of 11% in the stratosphere with uncertainties as high as 30% in the troposphere.

1.4.5 Halogen Occultation Experiment (HALOE)

The HALOE experiment uses solar occultation measurements to infer high resolution mixing ratio profiles of $\text{H}_2\text{O}$ at 6.61 micrometers and over an altitude range of 10-85 km. HALOE also provides for the effects of aerosol extinction at four infrared wavelengths, plus absorption profiles of other gases including $\text{CH}_4$ and $\text{CO}_2$. The nearly conserved chemical quantity, $2*\text{CH}_4 + \text{H}_2\text{O}$, has also been obtained with the HALOE profiles. The instrument measures the atmospheric transmission of sunlight as the sun rises and sets relative to the spacecraft. A description of the experiment and its retrieved quantities is found in Russell et al. [1993]. Here its measurements, retrieval algorithm, and error sources are briefly described, focusing on issues relating to the accuracy of stratospheric water vapour.

**Measurement and retrieval description**

The angular resolution of the HALOE instantaneous field-of-view is 2 arcmin in elevation by 6 arcmin in azimuth. Projected to the limb tangent point, this is about 1.6x4.8 km, respectively. The combined effect of optical resolution and electronic signal smoothing yields an effective vertical resolution of about 2.3 km. Figure 1.13 depicts the projection of the instantaneous field-of-view onto the solar disk image. As the Sun sets, its refracted image shrinks in apparent elevation and the instantaneous field-of-view, which is positioned at a fixed angle from the top edge, covers more area of the Sun and moves closer to the centre of the limb darkening curve. This changing effective source function is explicitly modelled using exoatmospheric solar scans and detailed limb refraction calculations.

The UARS orbit (57° inclination, 600 km altitude circular) provides HALOE with 15 sunrises and 15 sunsets each day and near-global coverage over the 36-day yaw cycle. Figure 1.14 shows the global sunrise and sunset locations for 1995. HALOE samples at 8 Hz, equating to a tangent altitude grid of 0.18 to 0.4 km depending on Sun sink rate (a function of orbital beta angle). This over-samples the effective 2.3 km resolution by a factor of 5 or greater. The measurements are interpolated onto a 0.3 km grid for processing by the retrieval algorithm.

HALOE uses two distinct measurement techniques: broadband radiometry and gas correlation radiometry. In broadband radiometry the transmission in a channel is estimated by $\tau(t) = V(t) / V_{exo}$, where $V(t)$ is the detector voltage signal in time and $V_{exo}$ is the exoatmospheric value. The retrieval algorithm compares $\tau$ to a modelled transmission to determine the target-
gas mixing ratio. Note that this ratio measurement does not require absolute radiance calibration, a feature that greatly benefits the ability to infer long-term trends. Broadband radiometry measurements are used to retrieve \( \text{H}_2\text{O} \) and temperature/pressure (using \( \text{CO}_2 \) absorption measurements).

Figure 1.13  HALOE instantaneous field-of-view location on the solar disk during a sunset occultation event. Note that the instantaneous field-of-view is locked (fixed) relative to the top apparent edge of the Sun. Event duration (from 150 km to bottom of profile) ranges from about 40 to 110 sec, depending on beta angle.

Figure 1.14  HALOE global sampling pattern for 1995. There are 15 sunrise and 15 sunset occultations each day. Plotted are the daily mean sunrise and sunset locations and beta angles. Successive individual sunrise (or set) events are separated by 24° in longitude and within ±0.6° in latitude.
1. Instrumentation and data sets

In gas correlation radiometry the incoming beam is split between two paths: one through a cell filled with the target gas and one through a vacuum path. Voltage signals resulting from these, \( V_C(t) \) and \( V(t) \), respectively, are electronically balanced exoatmospherically. The retrieval models the modulation signal, \( M = \frac{V_C(t) - V(t)}{V(t)} \), to infer CH\(_4\). The value of M is nearly independent of absorption from aerosol. Gas correlation radiometry is used to retrieve gaseous species in four separate infrared channels, and aerosol extinctions are then retrieved from the \( V(t) \) signal as in broadband radiometry.

The first task in the processing is the pressure registration of the transmission profiles. In the 30-40 km region, the algorithm matches a band averaged CO\(_2\) channel transmission with a modelled transmission derived from National Center for Environmental Prediction (NCEP) temperature and pressure data. Next, temperature/pressure is retrieved from 35 to 85 km, and the pressure registration is repeated using these data. H\(_2\)O, T/P, and aerosol extinction are then obtained by broadband radiometry and CH\(_4\) by gas-cell correlation radiometry using a modified onion-peel algorithm.

Retrievals are done sequentially in an iterative fashion for computational simplicity and stability. Studies determined there is no significant compromise in accuracy from this approach. Altitudes above ~80 km are treated as one extended layer in the water retrieval. This boundary condition has less than a 5% effect at 75 km and negligible effect below 70 km. Although each transmission profile is sampled at 0.3 km spacing, it is separated into 7 profiles having 2.1 km spacing. Each of these 7 is used to retrieve the target gas, and the results are re-interlaced into a final 0.3 km spaced profile and then smoothed. Aerosol extinction retrieved from the 5.26 \( \mu \)m channel is extrapolated to the radiometer channels with a sulphate aerosol model [Hervig et al., 1995].

**Error sources and their impact on trends**

The 3\(^{rd}\) public release of the HALOE water vapour profiles (from the Version 19 algorithm) is used in this report. They are accompanied by a quality profile of mixing ratio uncertainties due to random instrument and tracker noise plus aerosol effects. Systematic error effects have been tabulated in Harries et al. [1996] and Hervig et al. [1996] for an earlier version of the HALOE algorithm, but those estimates are nearly the same as those for Version 19. There are systematic errors from the forward model and the altitude registration of profiles. There are also uncertainties in the line parameters for H\(_2\)O and in the knowledge of the interfering effects from CH\(_4\) and from aerosols. Line parameters for the Version 19 retrievals were taken from the HITRAN 1992 compilation. In the lower stratosphere there are biases in the corrections based on the O\(_2\) continuum model of Orlando et al. [1991], and the minor effects of H\(_2\)O continuum absorption are not accounted for. The combined, single-profile HALOE errors are discussed in Harries et al. [1996] and summarised later in Table 1.30.

Error sources dominating trend determination are different than those for individual profiles. Random errors become insignificant when huge amounts of data are used to infer trends. Systematic errors such as calibration errors, if stable, also have small effects on trends. The complicated observation pattern can alias seasonal and latitudinal changes, confusing trend determinations. In the following paragraphs the main sources of error affecting water vapour and their potential impact on trends are summarised.

**Pointing/Tracking**

Pointing uncertainty is often the dominant source of measurement error in the lower stratosphere and below. Pointing geometry can be determined from spacecraft location and solar ephemeris data, if the Sun is accurately tracked. HALOE tracks the top edge of the Sun
and relies on ephemeris data and an atmospheric refraction model to compute tangent point locations. The tracking system centres the instantaneous field-of-view on the Sun image in azimuth and locks it a fixed angle below the top edge with a 16.2 arcsec precision and a knowledge of half that value. The pointing is known to about 100 m at the limb. The system has proven extremely reliable throughout the stratosphere and mesosphere, inducing random retrieval mixing ratio errors of less than 3% in clear air. Pointing errors become most pronounced below the 100 hPa level, where water vapour mixing ratio errors from tracking biases can exceed 10%. In heavy aerosol or cirrus clouds, the tracker cannot always accurately distinguish the top edge of the Sun and the retrievals terminate when the track is lost.

The tracking system has shown stable performance. Since the solar source function is non-uniform, it is essential that the tracking system provide exact instantaneous field-of-view location on the solar image. Periodically, HALOE performs diagnostic solar scans to calibrate the tracking system. Although there has been a response decrease of about 22% (through 1997, six years from launch) for the vertical tracking diodes, there has been no observable change in vertical tracking performance, precision, or knowledge. This is because the tracking logic uses only relative responses of diodes to detect the solar edge. This stability is expected to continue until response is down by 90% or more (after year 2015).

A possible concern is the azimuth tracking stability. As the azimuth-sensor optics degrade with time (13% through 1997), a slight change in stability could change results at low altitudes. Fortunately, the solar intensity is relatively flat at 6.61 µm (H2O) and the 2.80 µm (CO2) channel is used only above 35 km (NCEP temperatures are used below 35 km). Thus, HALOE water vapour trends should not be susceptible to small changes in azimuth tracking performance.

Source Function

High-resolution exoatmospheric scans are measured for each event and provide well-calibrated source functions. Sunspots are detected in the source functions on rare (<5%) occasions, mostly during solar maximum. When a sunspot is near the instantaneous field-of-view, errors can be induced in the source function due to tracking jitter, relative image rotation of the solar disk image, and refraction. The effects are minor in the 6.61 µm H2O channel source compared to shorter wavelengths and again the 2.80-µm (CO2) channel is used only above 35 km. The few events that do contain significant error due to sunspots are noted in the quality comments in the data files.

Relative Spectral Response

Spectral response functions of all the HALOE radiometers are believed to be extremely stable. Witness filters have been found stable for over 15 years. Trends in peak voltages during exoatmospheric scans show that through 1997 (over six years) the peak output of the H2O channel changed only 0.5%, and only 2.5% in the CO2 channel. Spectral changes of this order would have a negligible effect on results because the mean atmospheric spectral characteristics for these channels would not change appreciably. There are also indications that these changes are non-spectral, imparting no effects on trends. Finally, analysis of signals from an internal 1000 K blackbody also indicates spectral stability of the radiometer channels.

The only other possible source of spectral change is from the contents of the gas cells. This indirect effect arises from using the nitric oxide (NO) gas correlation channel to infer aerosol extinction in the radiometer channels. That procedure is nearly insensitive to gas cell content. Also, the cell content for all correlation channels has proven stable over the mission according to an in-depth analysis of retrievals at various orbital beta angles. The overall conclusion is that
HALOE has been spectrally stable throughout the mission. Changes in the relative spectral response of the H$_2$O and CO$_2$ signals, if they exist, must be well below the 1% level.

**Noise**

The instrument noise equivalent absorption for the H$_2$O channel is insignificant below 10 hPa, and less than 4% at 1 hPa. Noise is a primary error source only above the middle mesosphere.

**Forward Model**

The forward models used in the HALOE processing utilise the BANDPAK \[Marshall et al., 1994\] and LINEPAK \[Gordley et al., 1994\] codes. The broadband calculations use either the Curtis-Godson or pseudo-mass approximation, along with a spectral overlap correction for secondary species \[Marshall et al., 1994\]. The choice of approximation method was determined by accuracy analyses using line-by-line methods. The gas correlation measurements are simulated by rigorous line-by-line calculations. The forward model for H$_2$O is accurate to within 1% in the stratosphere. The broadband transmissions of fundamental vibration bands have only slight temperature dependence, making the temperature uncertainty a small contribution to the total H$_2$O retrieval error. The forward model for the T/P (CO$_2$) channel is accurate to within 1% at altitudes where it is used-above 35 km. Below that, NCEP data are used. Since the forward model does not vary, it should have no effect on trends, except in conditions of significant and changing aerosol interference.

**Aerosol and Cloud Extinction**

During the period of large volcanic aerosol loading after the eruption of Pinatubo, the water channel transmission at tangent altitudes below 25 km was strongly affected by aerosol extinction. It was determined through correlative comparisons that the HALOE algorithm removes the effects of aerosol with a residual uncertainty equivalent to 7% of the aerosol extinction \[Steele and Turco, 1997\]. Aerosol error profiles are included in the HALOE quality data. A changing aerosol or cloud-related error would induce changes in inferred trends. Therefore, researchers should consider those changing aerosol-related error profiles when estimating upper limits of those effects on trends. Because this module of the HALOE algorithm assumes that the extinction is due to sulphate aerosol, corrections to the data in cloudy conditions are suspect. However, a new cloud identification process has been developed \[Hervig and McHugh, 1999\]. That procedure is described on the HALOE web site and can be used to screen out cloud contaminated data.

**Contaminant absorption**

Contaminant absorption from other species in the H$_2$O channel is small because of the relatively high absorption by water vapour in its spectral band. The two primary interferents are O$_2$ (continuum) and CH$_4$. The O$_2$ absorption is calculated with an assumed constant mixing ratio at all altitudes and with a band strength uncertainty of less than 5%, leading to systematic errors in water vapour of up to 10% below 100 hPa but less than 4% above 10 hPa. Methane absorption has a smaller effect, and causes errors of less than 4% at all altitudes. However, none of these effects should be a source of trend error.

**Time Response**

The time response of the measurement system can change the effective resolution due to the Sun sink rate. Time response changes can be observed by analysing scans on and off of the Sun. No change in response time constant has been observed. A 1% change in resolution can cause up to a 0.05% change in retrieved water vapour. The resolution is believed to have changed less than 2%. 
**Optical Degradation**

Signal characteristics when scanning on and off the Sun can also be used to infer off-axis scatter and resolution changes. No detectable change has been observed. In addition, the gas correlation difference signals give an extremely sensitive response to field-of-view differences (~1 ppmv) between effective vacuum path and gas cell path signals. There has been no significant change in these signals. Although these findings do not directly relate to the water channel, they provide further confidence that the instrument has been optically stable.

**Orbital Geometry and Sampling**

Because the UARS orbit precesses with a period of about 70 days, the occultations occur at various beta angles (angles relative to the orbital plane) and induce changes in Sun sink rate. The eccentricity of the orbit and the Earth’s oblateness also combine to cause a time-dependent change in the zenith angle vs. height relationship at large beta angles. These effects are important—they can cause up to 25% error in mixing ratio if not included—and are most pronounced at specific latitudes (such as the mid and high latitudes in the southern hemisphere) and seasons. The natural variation in pressure-altitude also contributes more error at large beta angles. The beta angle shifts phase by five days per year; one 70-day orbital precession cycle will take 14 years. Although great care has been taken to explicitly incorporate all of these effects in the data analysis, the results for very high beta angle (>55°) can often differ by up to 3%. The effect on trends is expected to be negligible.

On the other hand, trends obtained with small subsets of data at specific latitude bands can give degraded results because the five-day shift each year has the potential of aliasing the results with season and latitude (see Figure 1.14). Correlative comparisons at a particular site also have the potential to incur a systematic change in space and time coincidence, leading to false trends from a series of comparisons. Of course, there were periods when HALOE was not taking data, and one should recognize that prolonged gaps in the observations can affect a determination of trends. However, that possibility is not evaluated in this chapter because it would not arise from an instrument or algorithm error. In summary, changes in the sampling for occultation measurements can lead to trend biases in H2O.

**Algorithm**

The processing algorithm can be a source of faulty trends if time dependent errors occur. For example, the HALOE algorithm assumes a 1.5 ppmv (0.45%) yearly growth in CO2 mixing ratio. An error in this increase can lead to a nearly equal percentage error in inferred water mixing ratios. Another time dependent error that may be quite significant comes from the aerosol correction. In fact, if the data from the first year of the mission were used, the Pinatubo aerosol would likely be the largest contributor to trend error in the lower stratosphere. However, by filtering out data through 1992 the errors related to corrections for aerosol extinction are insignificant. HALOE temperatures are retrieved upward from 35 km and therefore are not susceptible to errors from auxiliary data in that region. Below 35 km, the NCEP temperatures are used. The HALOE registration with density at all altitudes is insensitive to NCEP errors. The algorithm does not use any a priori information other than the upper boundary profile shape, as discussed above. However, retrieval constraints limit the ability of the algorithm to accurately follow extremely sharp vertical gradients, in particular the large changes in water vapour in the troposphere. Such constraints contribute up to a 40% low bias to HALOE water vapour below the hygropause, an error that will be more severe at particular latitudes and seasons but otherwise independent of time. Consequently, a systematic elevation or lowering of the tropopause could induce false trends at altitudes just above the tropopause. Researchers should take great care in inferring trends near the tropopause.
Summary comments and algorithm improvements

Generally, HALOE water vapour in the stratosphere is believed to be accurate and stable. Some small sunrise/sunset discrepancy remains at the very highest beta angles (>60°) but those instances occur for only a small fraction of the data. Researchers using Version 19 data for extracting trends in the lower stratosphere and troposphere should screen for cloud contamination and heavy aerosol conditions, as mentioned above. For comparisons with other measurements one should pay attention to the random errors that are provided in the archive for each Level 2 profile. Combined systematic errors are given in Table 1.30 at the end of this chapter.

Improvements are being made to the algorithm that will affect distributions of HALOE water vapour in the lower stratosphere. For example, a better model for the temperature-dependent effects of the interfering O₂ continuum is now available. The effect of that change is considered along with the HALOE Version 19 comparisons with correlative measurements of Chapter 2. Constraints in the interleave procedure for combining individual profiles into a final retrieved profile can be relaxed for the lower stratosphere. This modification yields a more accurate transition when going from the dry values of the hygropause to the much higher mixing ratios of the upper troposphere. Both of these improvements are envisioned for a Version 20 and will lead to larger values of water vapour (and 2CH₄ + H₂O) below about the 50 hPa level. However, neither of these improvements should have a significant impact on a determination of H₂O trends after 1992. Sampling bias is the only remaining concern for a determination of trends.

1.4.6 Microwave Limb Sounder (MLS) - lower stratosphere

Measurement description

The UARS Microwave Limb Sounder (MLS) measurements are observations of millimetre-wavelength thermal emission at 183 GHz as the instrument field-of-view is vertically scanned through the atmospheric limb [Barath et al., 1993; Waters, 1993]. The antenna is scanned mechanically across the limb and completes one full scan every 65 seconds. The signal entering the radiometer contains radiances emitted by the limb of the Earth averaged over the antenna field-of-view and a small extraneous radiance or baseline comprised mostly of radiation scattered and thermally emitted by the antenna. The baseline is spectrally flat but weakly dependent on scan-angle. Calibration is accomplished by interspersing several space views (at 2.7 K) and calibration target views (at about 300 K) with the 26 limb views during each limb scan. The switching is done using a mirror located between the antenna and the radiometers; this means that the baseline cannot be accounted for by the calibration process [Jarnot et al., 1996].

MLS uses double-sideband heterodyne radiometers. Signals from two sidebands, equally spaced about the local oscillator frequency, are combined (with slightly unequal weights) into a single measurement. The weights, or sideband ratios, are measured for the six broadest channels in each band as part of pre-launch instrument calibration. There are 15 channels across each of the six 510 MHz wide filter banks. Channel widths vary from 2 MHz at the line centre to 128 MHz at the band edges. Signal-to-noise is roughly proportional to the square root of the channel width. The fifteen channels dedicated to the 183.3 GHz H₂O line (wavelength 1.64 mm) are referred to as “Band 5”.

This write-up describes two versions of the MLS water vapour data. Version 4 was the latest public release of the MLS data at the time of this study. The MLS validation papers refer to
Version 3 data; in this report is described briefly how the data changed between Version 3 and
Version 4. Prototype Version 0104 was generated during the development of Version 5. This
prototype has been shown to be an improvement on Version 4 in a number of ways [Pumphrey,
1999], and it is used for the inter-instrument comparisons in Chapter 2.

The horizontal resolution is approximately 400 km, limited by radiative transfer in the view
direction and by the motion of the satellite. The vertical resolution is limited to about 3 km by
the antenna field-of-view. The MLS data (for Version 4 and earlier) are produced on a vertical
grid with points spaced each factor of \(10^{1/3}\) change in atmospheric pressure, giving a vertical
grid of \(\sim 5.4\) km. The prototype version 0104 data set is produced with points spaced each factor
of \(10^{1/6}\), giving a vertical grid of \(\sim 2.7\) km. The resolution actually achieved is close to this value
in the mid and upper stratosphere, but broaden in the mesosphere and the extreme lower
stratosphere.

The limb scan used in normal operations consists of discrete steps between about 90 and 0 km
tangent heights with the step spacing for the scan varying between 1 km in the lower
stratosphere to 5 km in the mesosphere; individual spectra are measured during 1.8 s dwells
between steps. The poor vertical resolution achieved in the mesosphere is a result of the large
scan step used in this region.

MLS performs routine measurements continuously every day. The latitudinal coverage is from
34° on one side of the equator to 80° on the other. UARS performs a yaw manoeuvre at 36-day
intervals, and at these times MLS high-latitude coverage switches between north and south.
The typical profile spacing is 3 to 4° in latitude, with significantly denser coverage in small
bands close to the turn-around points (near 34° or 80° latitude). The spacing between orbits in
longitude is typically about 25 degrees, but since there is overlap arising from ascending and
descending orbits the average daily sampling in longitude is about 12°. The stratospheric water
vapour product is available between 19 September 1991 and 15 April 1993 at which time the
183 GHz Radiometer failed. The data coverage is shown in Figure 1.15.

![Figure 1.15](image-url) The coverage of MLS H₂O data. The gaps poleward of 34° are a result of the UARS yaw
cycle. The gaps in June 1992 are due to problems with the solar panels on the UARS
spacecraft. The quantity contoured is mixing ratio at 68 hPa.
Algorithm descriptions

In this subsection the standard Version 4 and the prototype Version 0104 data sets are described. In both cases the retrieval is done using a Maximum Likelihood (Optimal Estimation) formula [Rodgers, 1976]. This approach gives an estimated profile which is a correctly weighted mean of an a priori estimate of the profile and a weighted least squares fit to the radiances. A forward model $F$ is required - this calculates the radiances $y = F(x)$ that the instrument would measure if the atmosphere were in a given state $x$. The forward model also calculates the influence function matrix $K = dy / dx$. The optimal estimation formula gives an estimate of the error of the solution based on the errors in the radiances and in the a priori profile.

The Version 4 Algorithm

The main forward model is a line-by-line radiative transfer calculation. Line parameters are taken from the Jet Propulsion Laboratory catalogue [Pickett et al., 1992]. A continuum due to water vapour and dry air is included. Effects of refraction are included but line-of-sight gradients are not. This forward model is used to calculate radiances $y_L$ and influence functions $K$ for a linearisation profile $x_L$.

The Version 4 retrieval calculation uses a linear approximation to the forward model: the radiances $y$ are calculated using the formula $y = F(x_L) + K(x - x_L)$. If this approximation is valid, the optimal estimation formula gives a solution when applied once - no iteration is needed. The optimal estimation formula is used in its sequential form. The retrieval is carried out in stages: the temperature and pointing are retrieved in the first stage and the mixing ratios in subsequent stages. The extraneous baseline radiance is handled by retrieving it along with the mixing ratio profile. The calculated radiances $F(x_L)$ and their derivatives, $K$, are obtained by look-up table from climatological conditions and then interpolated in the vertical to the tangent pressure.

To ensure that the errors returned by the optimal estimation formula are a reasonable estimate of the accuracy, the errors assumed for the radiances include not only the measurement noise but also terms to account for errors in the retrieved temperature, retrieved tangent pressure and interfering species. These terms are included in an ad-hoc way. A limitation of the sequential formula is that it assumes that the measurement error covariance matrix is diagonal, preventing these terms from being included in the theoretically correct manner. A further term is added to account for the lack of accuracy of the linear approximation to the forward model. Nonlinearity errors are worst for measurements with large optical depths. An "opacity criterion" is used to reject such measurements. Radiances with tangent pressure greater than 100 hPa are also not used.

The a priori values used for water vapour are based on the climatology from Pumphrey et al. [1998]. The a priori uncertainty is set to 2 ppmv throughout the middle atmosphere. Averaging kernels [Rodgers, 1990] for MLS water vapour are well-peaked functions with some degradation in measurement sensitivity occurring in the lower mesosphere and at 46 and 22 hPa. Examples for Version 3 are presented in Lahoz et al [1996]; functions for Version 4 are similar. Most of the smoothing arising from the MLS measurements is caused by the use of the fairly coarse Level 2 retrieval grid.

Prototype Version 0104 Algorithm

This version of the data was produced using an independently developed forward model. Given identical input data, the model produces output that agrees very well with the JPL Forward Model. For the purposes of producing Version 0104 the forward model is run with two parameters per channel adjusted to values chosen in order to improve the 'closure' of the
retrieval. These parameters are (1) the sideband ratio of the channel and (2) the frequency offset of the channel from the line centre. Further details are in Pumphrey [1999] and Pumphrey and Buehler [2000].

The prototype retrieval is for water vapour only; Version 4 temperatures and pressures are used and are assumed to lie within the errors in the Version 4 files. The OE formula is used in its matrix multiplication form. The covariance matrix for the error in $y$ is not assumed to be diagonal, so the errors in temperature and pressure can be included correctly. An extra term is added to account for modelling errors. The Inverse Hessian or Newtonian iteration algorithm is used, as the problem is mildly non-linear. A linearised forward model is not used; the full radiative transfer calculation is done as part of the retrieval process. As with Version 4, an opacity criterion is employed to ensure that those radiances, which depend in a very non-linear way on mixing ratio, are not used. The criterion is less strict for Version 0104, so that more of the radiance measurements are used than is the case for Version 4.

The state vector has an element for every UARS pressure surface in the stratosphere, giving a grid resolution that is twice as fine as the Version 4 grid. The resolution achieved is almost as good as the grid resolution. The averaging kernels in Figure 1.16 suggest that the data are usable through 68 hPa. At mid-latitudes the data are useful even at 100 hPa.

![Figure 1.16](image)

**Figure 1.16** The upper panel, (a), shows the averaging kernels for some of the pressure levels on which water vapour is retrieved. The kernels are displaced to the right by an amount proportional to the altitude to which they refer in order to make the figure clearer. Kernels are not shown for all retrieval levels in order to reduce clutter. The line with diamonds is the sum of all the averaging kernels at each altitude. The lower panel, (b), shows the width of the averaging kernels as a function of altitude. The width is presented in the same 'approximate height' units as the altitude. The two sets of horizontal lines indicate the tangent altitudes for this scan (left) and the retrieval grid (right). The faint dotted line is the distance between the closest two scan altitudes. All data are for an equatorial scan.
The a priori error is 3 ppmv throughout the stratosphere. The a priori covariance matrix $S$ has off-diagonal elements given by $S_{ij} = (S_{ii} S_{jj}) \exp(-\frac{(z_i - z_j)^2}{h_z^2})$, where $z_i$ and $z_j$ are the pressure heights of the $i$th and $j$th surface and $h_z$ is a smoothing length (which is approximately 3 km in the stratosphere).

The baseline signal was determined for an array of 26 numbers, one for each scan position. Above 3 hPa the baseline can be estimated accurately because there is no signal from the atmosphere in the wing channels. It becomes difficult to separate baseline from atmospheric signal at lower altitudes, so the baseline is assumed the same as its 3 hPa value. However, its error becomes larger for those lower altitudes.

Estimates of error

Version 4

A few changes were made over the Version 3 H$_2$O data described by Lahoz et al. [1996]. A post-launch estimate of the pointing offset between the 63 and 183 GHz radiometers is now used, as obtained from MLS antenna scans across the moon [Jarnot et al., 1996]. The pointing offset change from Version 3 corresponds to a tangent height change of about +180 m. Sideband ratios estimated from the in-flight radiances were used instead of ones based on pre-launch calibrations. The manner in which temperature and pressure errors were accounted for was updated also. The Version 4 profiles are drier in the upper stratosphere, the retrieved error bars are smaller in the middle stratosphere, and the a priori contribution is much reduced in the polar winter lower stratosphere.

The error sources that affect MLS water vapour are: (1) radiance noise; (2) radiance scaling error (includes radiometric, sideband ratio, and line strength errors); (3) error in filter shapes; (4) error in FOV direction (relative to the 63 GHz radiometer FOV used for tangent-point pressure retrievals); (5) error in FOV shape (includes spectral dependence); (6) error in H$_2$O line width; (7) errors from retrieval numerics; (8) error contribution from a priori; (9) error in tangent pressure; (10) error in atmospheric temperature; (11) error in dry air continuum; and (12) error in knowledge of O$_3$.

The radiance noise, temperature, and tangent pressure are sources of random error. All except radiance noise may be causes of systematic errors, too. The main sources of systematic error (especially in the lower stratosphere) are errors in tangent pressure, temperature, and the modelled dry air continuum. Precision and accuracy values are plotted and tabulated in Lahoz et al. [1996]. Estimates of the pressure-dependent (total) accuracy and single-profile precision are plotted in Figure 1.17. The precision estimate is just the standard deviation of the water vapour over a period of three days at the equator, where there is little variability. This must be regarded as an upper bound on the precision. Accuracy estimates include the square roots of the diagonal elements of the covariance matrix returned by the retrieval plus the effects of errors in the forward model.

Prototype Version 0104

Version 0104 water vapour is drier than Version 4 in the middle and upper stratosphere, but they agree well in the lower stratosphere. Version 0104 precision and accuracy in Figure 1.17 were obtained in the same way as for Version 4.
Figure 1.17 Estimates of accuracy (solid line) and precision (dashed line). The thin lines are for Version 4 and the thick ones are for Prototype Version 0104.

**Version 5 and further improvements**

MLS Version 5 has been archived recently, and it provides much improved temperature and pointing retrievals using the same vertical grid as prototype V0104. The OE formula is used in its matrix form, allowing errors in quantities retrieved from the other bands to be included correctly. The baseline radiance is included by retrieving it as in Version 4. While the Version 5 water vapour retrieval includes many of the improvements found in Version 0104, the initial results suggest that it has more problems between 46 and 100 hPa than V0104.

There is still a gap at 100 hPa in the MLS measurements of water vapour between the stratospheric data set described here and the upper tropospheric data set described in Section 1.4.7. It is hoped that it will be possible to extend the stratospheric retrieval to give better data at 100 hPa and perhaps extending to the 147 hPa level. It may eventually be possible to combine the data from the 183 and 205 GHz bands in a single retrieval.

### 1.4.7 Microwave Limb Sounder (MLS) - Upper Troposphere

The Microwave Limb Sounder (MLS) experiment [Waters et al., 1999] on the NASA Upper Atmosphere Research Satellite (UARS) has provided a new data set for upper tropospheric humidity (UTH). Although not designed for this measurement, the UARS MLS instrument is sensitive to upper tropospheric water vapour when the field-of-view of its 205 GHz radiometer is scanned through the troposphere, which happens every 65 seconds on each limb scan. The measurements are from limb thermal emission at 1.5 millimetre wavelength (near 205 GHz), and are much less degraded by contamination from cirrus than are shorter-wavelength visible and infrared measurements. Measurements are obtained at all times of day and night; under normal operation there are 1318 or 1319 vertical profiles obtained each day. Latitude coverage on each orbit is from 82 degrees in one hemisphere to 34 degrees in the other, with high-latitude coverage switching between the northern and southern hemispheres every 36 days. There are nearly continuous measurements from late September 1991 through late September 1994, with intermittent measurements thereafter. Specific days for which measurements exist can be obtained from the MLS web site (http://www.met.ed.ac.uk/~hcp/watvap.shtml).

The UARS MLS measurement of upper tropospheric water vapour is obtained from ‘continuum’ emission (in contrast to well-defined spectral line emission for other MLS measurements), and it currently relies upon empirical expressions for absorption coefficients.
The MLS upper tropospheric water vapour data set is a distinct and separate product from the MLS stratospheric water vapour data described in section 1.4.6, and it is obtained from a different MLS radiometer (at 205 GHz) than used for stratospheric water vapour (at 183 GHz). The two data sets are not yet at the stage of maturity where they can be used together reliably for examining connections between tropospheric and stratospheric water vapour near the tropopause region.

Calibration of the UARS MLS instrument is described by Jarnot et al. [1996], and the estimated calibration uncertainty of the 205 GHz radiometer used for the UTH measurements is 2.6% (3σ). Comparisons of stratospheric ozone, measured by this radiometer with the same calibration used for UTH, show agreement to typically better than 5% with other well-calibrated near-coincident measurements of ozone (see Figure 4 of Waters et al., 1999). Radiometric calibration of UARS MLS is performed on each limb scan by observations of an onboard, ambient-temperature blackbody target and of ‘cold’ space. Analyses of the space radiance variation over a period of 6 years indicated less than 0.02% (2 × 10^-4) change in the reflectivity of the antenna surfaces (and its concomitant effect on calibration), which is thought to be the dominant contributor to overall calibration degradation.

MLS “Version 4.90” (V490) upper tropospheric H2O data are used in this assessment and are available for the entire UARS mission on the UARS Central Data Handling Facility. These data are an improvement over the initial data set described in Read et al. [1995]. Parameters in the empirical expressions were determined by fitting them to MLS radiances under the driest and wettest conditions observed (after screening for obvious cloud effects). The dry continuum parameters were estimated by fitting an appropriate pressure-squared function to the driest radiances and assuming no water vapour contribution. The wet continuum parameters were then determined by fitting to the wettest conditions, assuming 100% relative humidity with respect to ice (RHi) and an insensitivity to ice emissions. Retrievals use an optimum estimation technique, similar to that used for retrievals of other MLS parameters (see Froidevaux et al., 1996). The V490 data set consists of retrieved vertical profiles of relative humidity with respect to ice (using NCEP temperatures). Vertical resolution is approximately 3 km, and horizontal resolution is ∼100 km × 100 km. The retrieved vertical profile is represented as a piecewise linear function of log pressure, with breakpoints at 147, 215, 316 and 464 hPa (UARS standard pressure surfaces). Results for the lower surfaces (316 and 464 hPa) are less reliable under relatively moist conditions. Data for retrieved relative humidity and its estimated uncertainty
are available as standard UARS Level 3AT files for each day of measurement. Additional information including the temperature used in the retrievals, the corresponding water vapour mixing ratios, and useful diagnostics are contained in ASCII ‘Level 2’ files for each day (and at the UARS Central Data Handling Facility). The ASCII Level 2 file contains a header that describes the file contents and format. The estimated accuracy of the retrieved relative humidity data depends upon temperature and, at the lower levels, on the amount of water vapour present. At low and middle latitudes the accuracy is estimated to be between 10% RH\text{\textit{i}} and 35% RH\text{\textit{i}} at 147 hPa and 20% RH\text{\textit{i}} to 50% RH\text{\textit{i}} at the lower altitudes. Precision is expected to be better than 25% RH\text{\textit{i}} under most circumstances. Retrieved relative humidity values greater than 120% RH\text{\textit{i}} indicate the presence of cloud, and these values should be truncated to 100% to obtain the best-estimated value of water in vapour phase.

MLS “Version 5” (V5) upper tropospheric H$_2$O data have recently been processed for the entire UARS mission and are now on the UARS Central Data Handling Facility, but were not available in time for use in this assessment. Humidity measurements from near-coincident Vaisala sonde data were used to establish empirical terms in the continuum absorption for the V5 algorithms. The V5 relative humidity values are slightly drier on average than V490: by ~3% RH\text{\textit{i}} at 464 hPa, ~5% RH\text{\textit{i}} at 316 hPa, ~4% RH\text{\textit{i}} at 215 hPa, and ~9% RH\text{\textit{i}} at 147 hPa.

A manuscript describing the quantitative validation of the MLS upper tropospheric H$_2$O data is nearing completion. The next-generation MLS experiment [Waters et al., 1999], scheduled for launch in late 2002 on the NASA EOS CHEMISTRY (CHEM) mission, will have upper tropospheric H$_2$O measurement capability significantly improved over that of UARS MLS described here.

1.4.8 Millimeter-wave Atmospheric Sounder (MAS)

The Millimeter-wave Atmospheric Sounder, MAS, is a Shuttle-based, limb-scanning millimeter-wave spectrometer for making measurements of constituents of the middle atmosphere. The measurement complement includes ozone, water vapour, chlorine monoxide, and temperature. The MAS instrument is similar in concept and scientific capabilities to the UARS MLS instrument, and it is described in detail in Croskey et al. [1992]. MAS was part of the NASA Atmospheric Laboratory for Applications and Science (ATLAS) series of Spacelab Shuttle missions, and it has flown on ATLAS 1 (24 March-2 April 1992), ATLAS 2 (8-17 April 1993), and ATLAS 3 (3-14 November 1994). In all 3 ATLAS missions the orbit had a 57-degree inclination and an altitude of 300 km. MAS measurements were made perpendicular to the orbital velocity vector, looking toward the south when the orbiter was in the nose-forward attitude and toward the north in the tail-forward orientation. Most of the measurements on ATLAS 1 were obtained in the north-looking orientation, giving a measurement latitude range of 70°N to 40°S. Roughly equal nose and tail forward observations were obtained from ATLAS 2, giving a measurement latitude range of 70°N-70°S. Only 10 hours of observations were obtained from ATLAS 3 (70°N to 40°S).

The water vapour retrievals for the MAS/ATLAS data sets were obtained using the MAS high spectral resolution measurements of the 183.310 GHz rotational spectral line. In the MAS data acquisition mode a limb-scan measurement (including a cold space and temperature-controlled load calibration) was obtained in 12.8 seconds. In the MAS data analysis ten of these scans were integrated (using along-track averaging in 3 km bins from 20 to 80 km) to obtain the spectral measurements used in the operational retrievals, giving an individual profile integration time of 128 seconds. From the Shuttle altitude the spatial smearing during each 128-second measurement is 7 degrees in latitude and 4 degrees in longitude for observations near the Equator, and approximately 1 degree in latitude and 28 degrees in longitude for observations at
high latitudes. In addition to this basic operational data set, a so-called "LatBin" data set was produced for each mission. The LatBin data sets were constructed using extensive radiance averaging to integrate the spectral data obtained in an entire mission into 5-degree latitude bins.

For both the individual scan profiles and the radiance-averaged zonal data sets, the water vapour mixing ratio profile was retrieved, along with ozone, in a 2-step process using an optimal estimation approach. The details of the MAS retrieval methodology are given in Hartmann et al. [1996] and Daehler et al. [1998]. The retrieval altitude range is 20 to 80 km for the individual retrievals and 20 to 85 km for the zonal-average spectra. The field-of-view of the antenna is about 3 km at 183 GHz, and retrieval vertical resolution is about 5 km. The estimated retrieval precision is 5-10%, and the estimated accuracy is about 10%.

The MAS instrument was configured identically for each ATLAS mission. Therefore, both the random and systematic errors should be the same for each flight. However, there appears to be a retrieval artefact in the ATLAS 1 data from –15 to –20% over a range of 7 km, centred at about 12 hPa. This bias does not appear in the other two data sets. This retrieval artefact is most likely the result of a measurement error for the spectral baseline. However, it is unclear why this problem was not present for the other two missions.

The MAS water vapour measurements obtained during the ATLAS 1 and 2 periods are compared to coincident measurements obtained by MLS (MLS Version 3 retrievals). The measurements generally agreed to within 10% [Hartmann et al., 1996]. However, there was a tendency for MAS to be biased somewhat low with respect to the MLS retrievals. Comparisons with WVMS, MLS, HALOE, and ATMOS for all three ATLAS missions are given in Nedoluha et al. [1997]. The data sets generally agreed to within 20%. Besides the retrieval artefact at 12 hPa for the ATLAS 1 data, there were no consistent biases in the MAS water vapour retrievals from those comparisons.

The zonal average water vapour distribution during the ATLAS 1 mission (24 March-2 April 1992) is given in Hartmann et al. [1996]. In addition, Aellig et al. [1996] used the MAS water vapour measurements to examine a Northern Hemisphere vortex remnant in the mesosphere during the ATLAS 1 mission. They found vortex containment up to the 2100 K potential temperature level (the lower mesosphere), and they saw the clear signature of descent of air within the vortex. In other words, water vapour within the remnant was smaller than its surroundings above the water vapour peak but larger below the peak. Finally, Bevilacqua et al. [1996] used radiance-averaged retrievals to examine the latitudinal distribution of water vapour in the upper mesosphere during the ATLAS 2 mission (8-15 April 1993).

1.4.9 Improved Limb Atmospheric Spectrometer (ILAS)

The Improved Limb Atmospheric Spectrometer (ILAS) instrument was developed by the Environment Agency of Japan, and it operated on board the Advanced Earth Observing Satellite (ADEOS) spacecraft of the National Space Development Agency (NASDA) of Japan. In its sun-synchronous polar orbit, ILAS routinely measured atmospheric trace species in the stratospheric ozone layer for November 1996-June 1997. ILAS-II, a successor to ILAS, will be on board ADEOS-II, which is scheduled to be launched in 2001. ILAS is a suite of solar occultation infrared and visible spectrometers, and it obtained vertical profiles of ozone (O₃), nitric acid (HNO₃), nitrogen dioxide (NO₂), nitrous oxide (N₂O), methane (CH₄), water vapour (H₂O), and aerosol (including polar stratospheric cloud) extinction coefficients at several wavelengths in the altitude range of about 10-70 km (depending on species) with an altitude resolution of 1-2 km. Its measurement frequency was about 14 occultation events per day both for Arctic and Antarctic latitudes with a latitude coverage varying from 57 to 73 degrees North
and from 64 to 88 degrees South, depending on the season (see Figure 1.18 taken from Sasano et al. [1999a]). The horizontal extent of measurements along the line of sight is about 200 to 230 km.
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**Figure 1.18** Temporal changes of ILAS latitude coverage and measurement location time for Northern (top) and Southern (bottom) Hemispheres [Sasano et al., 1999a]. The Northern and Southern Hemisphere measurements are provided by sunrise and sunset occultation events, respectively.

The major characteristics of the ILAS instruments are as follows: (1) grating spectrometers with linear array detectors: 1024-pixel MOS photodiode array for the visible channel and 44-pixel pyroelectric detector for the infrared channel; (2) in the visible the spectral coverage is 753 ~ 784 nm and resolution (full width at half maximum (FWHM)) 0.15 nm, in the infrared the spectral coverage is 850 ~ 1610 cm⁻¹ (6.21 ~ 11.77 µm) with 0.12 µm FWHM; (3) instantaneous field-of-view at a tangent point: 1.6 km vertical * 2 km horizontal for the visible channel and 1.6 km vertical * 13 km horizontal for the infrared channel; (4) positioning: tracking radiometric centre of the sun from the tops of clouds up to 200 km; onboard instantaneous field-of-view position measurement relative to the sun edge with a resolution of 8 arc seconds provided by 1024-pixel linear array detector [Suzuki et al., 1995; Sasano et al., 1999a].

ILAS transmittance spectra (Level 1 data) for the infrared channels were simulated by considering the instrument characteristics, such as the instrument function, spectral resolution, signal digitisation, and cross talk among IR detector elements. The ILAS water vapour measurement is not expected to have strong interference from other gases; there are slight effects from CH₄. Vertical profiles (Level 2 data) of gas mixing ratios are retrieved from the Level 1 data. A table look-up and interpolation method was adopted for calculating cross
section values over a set of pressures and temperatures for the radiative transfer calculations. At the table look-up calculation stage, the spectral line parameters and cross sections were taken from the HITRAN 96 compilation. Calculations for the water vapour continuum were performed with the code CKD 2.1 supplied by Dr. Shepard A. Clough. The retrieval fits a theoretically synthesised spectrum to the observed spectra with a non-linear, least squares method and uses an onion peeling method for the vertical profiling of its gas components [Yokota et al., 1998; Sasano et al., 1999a].

An on-board calibration was performed for each occultation event as part of the Level 1 processing. A pseudo-transmittance spectrum was calculated from the measured signal, where the 0% level signal (bias) was estimated from a linear interpolation of deep space signals before and after the atmospheric scan. The 100% signal level was estimated from a linear extrapolation of the exoatmospheric Sun signals. The interpolation and extrapolation of the 0% and 100% signal levels for the atmospheric measurement period was done to reduce the uncertainties resulting from e.g., effects of changes in the instrument temperature.

The ILAS Project organised a number of validation experiments [Kanzawa et al., 1995; Kanzawa, 1997], including a balloon campaign at Esrange, near Kiruna, Sweden during the period from February to March 1997 - the main field experiment [Kanzawa et al., 1997]. A number of vertical profiles of water vapour as well as other gaseous species were obtained during that campaign.

The validation analyses of O₃, HNO₃, and aerosol extinction coefficient at 780 nm gave good results for Version 3.10 of the data processing algorithm [Sasano et al., 1999b; Lee et al., 1999; Koike et al., 2000; Burton et al., 1999]. ILAS Version 3.10 H₂O compared well with data from the FISH hygrometer in the balloon campaign [Sasano et al., 1999c], but shows some shortages for H₂O. Moreover, the Version 3.10 algorithm provided values larger than anticipated for N₂O and CH₄ in the lower stratosphere.

Version 4.20 data were released recently and are used in this report. Its data are of better quality. The major difference between Version 3.10 and 4.20 is due to how the sun-edge sensor measurements have been used to determine the tangent height. Version 3.10 relied on comparisons of measurements of the O₂ A-band (P-branch) transmittance and its theoretical values based on UKMO assimilated temperature and pressure data, while Version 4.20 uses the sun-edge sensor data.

Error bars at each altitude for the retrieved parameters in Version 4.20 are presented in two classes: internal error and total error. Total error is the root sum of squares of the internal and external errors. "Internal" error for H₂O is calculated from the final residuals from convergence in the non-linear least squares spectral fitting. External errors are the uncertainties of the model atmosphere used to correct for aerosol plus uncertainties in the temperatures used in the theoretical transmittance calculation. The total error is considered as the precision of the ILAS infrared gas products. There may be additional systematic errors that vary with altitude due to the ILAS tracking uncertainties, the exact location of the tangent altitude, and corrections for aerosols. Since the ILAS instrument function also varies depending on the changes in instrument temperature, which are correlated with the distance between the Sun and the Earth, the systematic error might have a small seasonal variation. Thus, the true accuracy could be worse than has been indicated by the estimates of total error given below. Comparisons with correlative or other satellite measurements provide a check on that possibility.

The Version 4.20 H₂O data and its errors are given from about 10 km up to 70 km with an altitude resolution of 1 km. Average precision for all the H₂O profile measurements from November 1996 through June 1997 is less than 10% from 10-35 km, 10-30% from 35-45 km,
and over 30% from 45-70 km. The vertical profile of the total error nearly agrees with estimates based on our simulations of precision. H$_2$O data above about 35 km exhibit vertical oscillations that are larger than anticipated, most likely because of problems with our onion-peeling routine. Researchers should apply some averaging to the data with altitude to reduce those oscillations.

### 1.4.10 Polar Ozone and Aerosol Measurement (POAM III)

The Polar Ozone and Aerosol Measurement (POAM III) instrument is a satellite-based, nine-channel visible/near-infrared photometer for making measurements of aerosol extinction, ozone, water vapour, and nitrogen dioxide in the polar stratosphere using the solar occultation technique. The instrument is a follow-on to the successful POAM II experiment which obtained measurements from October, 1993, through November, 1996 [Glaccum et al., 1996 and Bevilacqua, 1997], and is similar in measurement technique and scientific capabilities to the Stratospheric Aerosol and Gas Experiment (SAGE) II instrument. The POAM III instrument is described in Lucke et al. [1999]. POAM III was launched on the French SPOT 4 spacecraft on 21 March 1998 into a polar, sun-synchronous orbit. The SPOT 4 orbit is identical to the POAM II orbit on SPOT 3 and provides 14 solar occultation profile measurements per day around a circle of latitude in each hemisphere, having successive observations separated by about 25 degrees longitude. The latitude of the observations varies slowly over the course of a year with an approximate semi-annual period. The latitudinal variation of the POAM III measurement coverage over a 1-year period (the coverage has nearly an exact annual periodicity) is shown in the top panel of Figure 1.19. The bottom panel gives the local time of the measurements. All POAM III Northern Hemisphere measurements are made during satellite sunrise, but at local sunset. All Southern Hemisphere observations are obtained during satellite sunset but at local sunrise from April through September and at local sunset from October through March. Transitions occur at the equinoxes.

The POAM water vapour measurement is made using the 940 nm water vapour absorption band. Specifically, the difference between the measured slant optical depth at 935.9 nm (on a water vapour feature) and 922.4 nm (off a water vapour feature) is used to retrieve the water vapour concentration as a function of altitude. The retrieved concentrations are converted to mixing ratio using United Kingdom Meteorological Office (UKMO) T/P profiles. The retrievals shown in this report were obtained using the POAM III Version 2 algorithm. This algorithm is very similar to the POAM II Version 5 algorithm described in detail by Lumpe et al. [1997], and to the POAM III Version 1.4 algorithm described in Lucke et al. [1999]. Briefly, the retrieval is performed in a 2-step process. In Step 1 the total slant optical depths for all POAM measurement channels are separated into their various species components. In Step 2 the species slant optical depths as a function of altitude are inverted to yield species concentration profiles. Both retrieval steps employ an optimal estimation approach. The retrieval is global in that all species (ozone, water vapour, nitrogen dioxide, and aerosol extinction) are retrieved simultaneously. The water vapour line strengths used in the retrieval algorithm to compute the absorption cross sections are taken from the HITRAN-96 data base and include the 14.4% correction (line strength increase) in the 940 nm absorption band that was reported by Giver et al. [2000]. The dependence of the cross sections on temperature, pressure, and absorber amount is treated using a mass-weighted Curtis-Godson approach.

The approximate water vapour retrieval altitude range is 10-40 km. The vertical resolution is about 1 km in the lower stratosphere. It broadens with increasing altitude above 30 km, becoming about 3 km at 40 km altitude. The water vapour precision is about 5% (1σ) from 16 to 40 km and better than 10% down to 14 km. The total systematic error is estimated to be better than 15% from 16 to 40 km. The dominant sources of error include random altitude
registration uncertainties, incomplete sun spot removal, and aerosol extinction uncertainties. Residual contamination from the largest sunspots leads to errors as large as 20% at 20 km in individual profiles, increasing to 40% at 40 km. Aerosol extinction is mainly an issue in the presence of polar stratospheric clouds. Errors greater than 40% can occur at the altitude of the polar stratospheric cloud in individual profiles for the most optically thick clouds. The POAM measurements are made by solar occultation and are inherently self-calibrating (the fundamental measurements are optical depths). Thus, no further instrument calibration monitoring is required.

Figure 1.19 (top) POAM III measurement coverage at high latitudes of each hemisphere for a one-year period; (bottom) local time of measurement for Northern Hemisphere (solid) and Southern Hemisphere (dashed).
1.5 Summary and conclusions

In this Chapter, a variety of different techniques to measure water vapour have been presented with the description of the most important instruments providing data for this Assessment. The instruments are designed and optimised for specific measurement tasks and therefore their characteristics differ as well.

Table 1.29 summarises the most important technical parameters of in situ and balloon-borne, airborne and ground-based remote sensing instruments for the following discussion, i.e. precision and accuracy, along with information on the approximate range (mixing ratio or altitude) and the time and/or vertical resolution. Radiosonde characteristics are not listed here due to their limited capabilities for UT/LS altitudes.

Table 1.29 echoes the known advantage of in situ techniques for measurements whenever small-scale structures have to be investigated. The fastest instruments certainly are open-cell tuneable diode laser spectrometers and Lyman-α fluorescence hygrometers, the latter depending on purge rates. However, in order to achieve precision on the order of 0.1 ppmv in the stratosphere, integration times of at least 1 s are typically required for all instruments. Modern frost point hygrometers especially designed for measurements in the UT/LS can be as fast as 10-30 s, also permitting good spatial resolution both from balloons and aircraft. Remote sensing instruments operated from balloons, aircraft or from the ground provide vertical profile measurements with a resolution of several 100 m in the case of LIDARs, a few kilometres for the infrared and far infrared spectrometers and approximately 10 km for the microwave instruments.

The accuracies given in Table 1.29 are based on known or estimated systematic uncertainties and errors in the calibration procedures and/or the retrieval algorithms including parameters such as absorption cross sections and line strengths. They do not consider intercalibration between different instruments that can result in either smaller or larger discrepancies (see discussion in the Chapter 2). The accuracies given in Table 1.29 range from approximately 5 to 10%. In fact, the quoted accuracy for the different instruments is remarkably similar. As with the precision, it depends strongly on the method used to determine this quantity by each group and by the number of individual errors that have been added. We recommend that the Table be interpreted as saying that almost all the techniques, if properly applied and calibrated, can claim an accuracy of approximately 5-8%.

Reversing this statement, none of known techniques can currently provide a measurement of water vapour that is more accurate than 5%. The reason for this is, that producing standards for low H$_2$O mixing ratios with high accuracy and subsequently the determination of more accurate cross sections and line parameters is limited by available techniques.

The time spans and altitude ranges for the satellite data were given in Table 1.22. Precision and accuracy may be judged from the summary estimates of the random and systematic errors in Table 1.30 for single representative profiles of each of the stratospheric satellite data sets. Precision is based on the random error, while accuracy is normally a combination of both the random and systematic error components of Table 1.30. Those estimates are based on the information in Section 1.4 or its references. Although some error estimates have been cited at an altitude (e.g., SAGE II), an approximate conversion to pressure-altitude has been performed here. For some data sets the errors were cited at specific altitudes or pressures, while for others they have been given for a range of pressure-altitudes. The errors in Table 1.30 have been estimated for ranges of vertical levels to achieve better consistency across altitude or pressure-layer boundaries. It is important to note that some systematic error components are often quasi-
random from profile to profile (e.g., profile registration errors due to pointing uncertainties for limb measurements). Those error components become much less significant for daily or seasonal zonal means. Therefore, a zonal-average stratospheric error profile is dominated by the truly systematic error components, whose signs are often unknown. Some data sets extend well into the mesosphere; the reader must refer to the individual sections and the cited references for those error estimates.

**Table 1.29** Summary of calibrations and uncertainties of the non-satellite borne instruments discussed in this Assessment: (1) systematic uncertainties; (2) reproducibility of calibration or flight-to-flight variability of uncertainties, or additional random calibration uncertainties; (3) precision or random uncertainty (given for typical integration interval); (4) total accuracy (i.e. sum of all systematic and random errors), given in percentage of mixing ratio for typical measurement range of instrument. Unless otherwise stated, the uncertainties do not contain potential sampling artefacts. The numbers of uncertainties are for typical measurement conditions and for the most advanced versions of the instruments; for details the reader is referred to the individual instrument descriptions and references therein. Secondary calibration procedures, applied irregularly for a number of instruments for crosscheck, are given in brackets.

<table>
<thead>
<tr>
<th>laboratory</th>
<th>technique or acronym</th>
<th>range</th>
<th>resolution</th>
<th>range for calibration</th>
<th>procedure (secondary calibration procedure)</th>
<th>source</th>
<th>uncertainty magnitude</th>
</tr>
</thead>
<tbody>
<tr>
<td>NOAA-CMDL</td>
<td>PPH</td>
<td>-15 to -95°C</td>
<td>10-30 s</td>
<td>thermometer calibration</td>
<td>thermistor, NIST traceable</td>
<td>(1) thermistor calibration (2) instrumental (3) (4)</td>
<td>0.05°- 0.4°</td>
</tr>
<tr>
<td>LMD-CNRS</td>
<td>PPH</td>
<td>-10 to -95°C</td>
<td>10-20 s</td>
<td>temperature sensor calibration (humidity generation in a calibration bench)</td>
<td>platinum sensor, traceable to national T reference standard</td>
<td>(1) sensor calibration (2) at 10 s (3) (4)</td>
<td>0.1°- 0.2°</td>
</tr>
<tr>
<td>NOAA-AL</td>
<td>Lyman-α PFF</td>
<td>600 - 0.15 ppmv</td>
<td>1 s</td>
<td>in-flight absorption measurement by injection of H2O 500-20 ppmv ambient p</td>
<td>$\sigma_{H2O}(121.6 \text{ nm})$ [Kley, 1984]</td>
<td>(1) $\sigma_{H2O}$ (2) (3) at 1 s (4)</td>
<td>0% - 0.15 ppmv</td>
</tr>
<tr>
<td>Harvard</td>
<td>Lyman-α PFF</td>
<td>0.2 - 300 ppmv</td>
<td>0.125 s</td>
<td>generation of humidified air (absorption measurement in the laboratory and in-flight)</td>
<td>T, p measurement at saturation</td>
<td>(1) (2) (3) at 4 s (4)</td>
<td>5% - 2% 0.1 ppmv</td>
</tr>
<tr>
<td>Jülich</td>
<td>PFF</td>
<td>300 - 0.2 ppmv</td>
<td>1 s</td>
<td>generation of humidified air via a laboratory bench (in-flight absorption measurement)</td>
<td>2-500 ppmv 50-200 hPa</td>
<td>Frost Point Hygrometer GE 1311 DRX, calibration traceable to NIST and national H2O standard</td>
<td>(1) calibration of PFF (2) (3) at 1 s (4)</td>
</tr>
<tr>
<td>JPL</td>
<td>DIAL</td>
<td>400 - 0.1 ppmv</td>
<td>8 ppmv</td>
<td>generation of humidified air in a calibration chamber</td>
<td>50-500 ppmv 50-300 hPa</td>
<td>Frost Point Hygrometer GE 1311 DR, calibration NIST traceable</td>
<td>(1) Calibration of PPH (2) FPH reproducibility (3) at 2 s (4)</td>
</tr>
<tr>
<td>EARC-ARC</td>
<td>OCl</td>
<td>1 - 20000 ppmv</td>
<td>0.05 s</td>
<td>generation of flowing humidified air in 1 or 3 m long chamber</td>
<td>equivalent of 0-1000 ppmv 100-1000 hPa</td>
<td>EPP Edgetech 2001, NIST traceable calibration spectral parameters [Rothman et al., 1996]</td>
<td>(1) Calibration (2) electronics, thermal (3) at 50 m sec (4)</td>
</tr>
<tr>
<td>Jülich</td>
<td>MOZAK</td>
<td>20 ppmv</td>
<td>0.5 - 180s</td>
<td>generation of humidified air (calibration chamber)</td>
<td>Lyman-α absorption: $\sigma_{H2O}(121.6 \text{ nm})$ [Kley, 1984]</td>
<td>(1) $\sigma_{H2O}$ (2) flight-to-flight (3) (4)</td>
<td>0% - 0.2° 50% 8% 0.2° 4.7% RH</td>
</tr>
<tr>
<td>Instrument and data set</td>
<td>Random error</td>
<td>Systematic error</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-------------------------</td>
<td>--------------</td>
<td>-----------------</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LIMS (version 5)</td>
<td>20-15% from 1 to 5 hPa</td>
<td>31-24% from 1 to 5 hPa</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>15-10% from 5 to 10 hPa</td>
<td>24-20% from 5 to 10 hPa</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>10% from 10 to 50 hPa</td>
<td>20-37% from 10 to 50 hPa</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SAGE II (version 5.9)</td>
<td>10-5% from 3 to 10 hPa</td>
<td>6-13% from 3 to 7 hPa</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>5-14% from 10 to 25 hPa</td>
<td>13% from 7 to 25 hPa</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>14% from 25 to 300 hPa</td>
<td>13-27% from 25 to 100 hPa</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>9-11% from 1 to 300 hPa</td>
<td>27% from 100 to 300 hPa</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ATMOS (version 3)</td>
<td>9-7% from 1 to 10 hPa</td>
<td>10-14% from 1 to 10 hPa</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>7-13% from 10 to 40 hPa</td>
<td>14-19% from 10 to 40 hPa</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>13% from 40 to 100 hPa</td>
<td>19-24% from 40 to 100 hPa</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HALOE (version 19)</td>
<td>4% from 1 to 10 hPa</td>
<td>6-9% from 1 to 10 hPa</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3% from 10 to 50 hPa</td>
<td>9-16% from 10 to 50 hPa</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3-8% from 50 to 100 hPa</td>
<td>16-50% from 50 to 100 hPa</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MAS</td>
<td>5-10% from 1 to 50 hPa</td>
<td>10-15% from 1 to 50 hPa</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ILAS (version 4.20)</td>
<td>More than 10% above 2 hPa</td>
<td>30% from 1 to 2 hPa</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>10-5% from 2 to 300 hPa</td>
<td>30-10% from 2 to 7 hPa</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>5% from 3 to 100 hPa</td>
<td>10% from 7 to 300 hPa</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>POAM III (version 2)</td>
<td>5% from 3 to 100 hPa</td>
<td>15% from 3 to 100 hPa</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1.30 Estimates of random and systematic error of satellite stratospheric H₂O profiles
It should be appreciated that there are instances when comparisons between data sets consistently indicate very good agreement, such that one might conclude that the total error for the least accurate data set is too conservative. In other words, some of its systematic error components may be overestimated or have unknown but opposing signs. Conversely, it should also be apparent that only known error mechanisms have been characterised for each data set, and it is often the intercomparison with other data sets that reveals any remaining problems.

Similar estimates of random and, especially, systematic errors for the MLS and TOVS upper tropospheric humidity data sets can not be characterised as easily. These products are derived as layer-averaged results for a region of the atmosphere where the vertical gradient of water vapour (and temperature for TOVS) is changing significantly. Estimates of systematic error are dependent on the atmospheric state for the measurement, and it has been more appropriate to report the sensitivity of the retrieved upper tropospheric humidity to those atmospheric state variables. Those sensitivities are provided in the MLS and TOVS subsections and their cited references. The reader should consult them for the details. Even so, the precision of the MLS and TOVS upper tropospheric humidity data sets is generally good, which is why the spatial water vapour patterns that they report are useful. SAGE II data are reasonably accurate in the upper troposphere, but they do have a “clear-air” bias.

The TOVS upper tropospheric humidity measurements and two of the stratospheric data sets (SAGE II and HALOE) have relatively long records, and they are being used to look for changes that may be related to increases in greenhouse gases and/or surface warmings. The reader is referred back to their individual sections for the more complete estimates of measurement and/or retrieval errors that could affect such trend analyses. The primary concern for the long record of TOVS data is the intercalibration of the series of instruments that have been flown on the operational satellites. The Version 5.9 SAGE II H$_2$O time series is affected by uncertainties in its correction for aerosol extinction between the tropopause and about 27 km (for volcanically perturbed periods). SAGE II H$_2$O data may also be affected by changes in the reflectivity of the scan mirror and in the characteristics of the filter for the NO$_2$ (453 nm) channel that is part of the aerosol correction algorithm. The HALOE time series seems to be free of long-term instrument and/or retrieval effects. However, its near-global trends may be affected by changes in HALOE sampling frequency and pattern, particularly for the late 1990s.

In summary, all of the satellite data sets are well characterised and can be used to define zonal-mean distributions of water vapour and its large-scale, zonal variations. Because their precision is generally good, they can provide the seasonal and even interannual cycles of water vapour. Longer-term changes can also be addressed with HALOE data at those latitude zones where the sampling has been consistent over the life of the experiment. It is now the purpose of Chapters 2 and 3 of this report to evaluate whether the distributions and long-term changes from each of these data sets are consistent with each other and meaningful.

The data sets of the individual instruments presented in this Chapter provide a wide coverage in space (different altitude range and regions) and in time. First measurements in the UT/LS date back to the 1940s. The longest continuous and well-documented record of measurements in the UT/LS is that of the balloon-borne NOAA-CMDL frost point hygrometers beginning in 1964 up to present days. Since the late 1970s, the Lyman-$\alpha$ technique provides complementary measurements both from balloon and aircraft. In the 1980s and 1990s, the number of \textit{in situ} and remote sensing instruments for balloon-borne and airborne measurements has increased rapidly (see Figure 1.2) involving established and new techniques. The only ground-based technique ranging into the stratosphere is microwave spectroscopy, which has been used for continuous measurements at different places since 1993 (Figure 1.9).
Satellite instruments of stratospheric water vapour are available since the late 1970s (Table 1.22). Today, they are the most important data source for most applications due to their nearly global coverage and the continuity of the measurements.

A large number of techniques is available for probing the upper troposphere and tropopause region, i.e. radiosonde and MOZAIC sensors, LIDARs, satellites (operational upper tropospheric humidity and more recently, also extended retrievals of other satellite experiments) for regular measurements, as well as airborne *in situ* hygrometers on campaign-basis. However, the large variability and strong gradients in the H₂O distribution at these altitudes plus the sometimes limited accuracy and precision, the characterisation of the instruments or their low sampling frequency, are still limiting the factors for determining the global distribution of H₂O and its possible long-term changes.
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2. Data quality

2.1 Introduction

The need for improvements in the comparability of water measurements in both the stratosphere [Harries, 1976] and troposphere [Elliott and Gaffen, 1991] has long been recognised. Water vapour is measured in the atmosphere from multiple platforms with a large variety of sensors. Instruments developed in more recent years, particularly satellite-based sensors, have included correlative measurement campaigns as part of their validation procedure. For those that measure tropospheric water vapour, the conventional radiosonde has often been used for validation. The measurement of upper tropospheric water vapour by radiosondes is, however, fraught with numerous problems. In the stratosphere, the most commonly used in situ water vapour measurement instruments have shown significant biases between each other [Albritton and Zander, 1985]. As a result of correlative measurement programs, special intercomparison activities, and continuing measurement and algorithm improvements, discrepancies between measurement systems have been better quantified. In some instances, revised data sets have been prepared. Extensive use is made of these revised data sets for this report. In several of the cases, the results presented here are updates of validation studies carried out at the inauguration of the instrument measurement program. Revisions have also been made in some cases to the correlative data as well as the data to be validated.

Data quality questions are addressed from two perspectives. The first is the comparability of data obtained using a wide variety of techniques and from a large number of platforms. The other is the suitability of the data for use in various scientific studies investigating processes controlling the distribution of water vapour or the role of water vapour in responding to or initiating climate change. Important data quality questions addressed in this chapter include:

- What is the relationship among various measurement systems in the water vapour concentration that is derived?
- Is there a standard to which all measurements can be compared?
- Where there are significant differences in the measured water vapour concentration among the sensors and platforms, do we have an understanding of the reason for these differences?
- Can upper tropospheric water vapour data obtained by satellites be adequately validated by existing in situ measurements using balloon-borne (radiosondes, frostpoint hygrometers), airborne (campaigns, MOZAIC), and LIDAR techniques?
- Are the primary global data sets in the troposphere (TOVS) and stratosphere (HALOE) sufficiently well validated to form the basis for the analysis of water vapour in these regions?
- From the longer-term (~8 years or longer) observations made in the stratosphere, is there consistency among the changes deduced from these measurements?

An extensive list of instruments is described and characterised in Chapter 1 of this report. Several data sets have been included despite relatively short measurement histories because of their usefulness in validating longer-term or more geographically extensive data sets. The approach taken here is to compare the measurements from a variety of techniques on a number of platforms and try to quantify the differences and where they exist; inconsistencies will be pointed out as well as areas of substantial agreement. Comparisons are carried out using several approaches. Extensive use is made of direct comparison of individual profiles. Where a sufficient number of direct comparisons between two instruments exist, differences are typically presented as average biases with 1σ standard deviations. In a few cases, only individual profile comparisons are presented. Because of a limited number of profiles, particularly from in situ techniques, several different profile-matching criteria are used. In some cases, matches are improved by using dynamical tracers such as potential vorticity (PV) to better characterise the
air mass in which the profiles were measured. Additionally, N₂O is used to group measurements with similar histories when applicable. Average profiles from a location or period of time are also compared in order to check that features such as the lower tropical stratosphere seasonal cycle are consistently represented in different data sets. Average profile comparisons are also useful when the period of observation for various platforms is not coincident. Especially in the troposphere where spatial and temporal variability is large, it is often necessary to combine in situ measurements so that they can be compared with satellite observations. Finally, an analysis of the spatial and temporal averages and the derived products 2×CH₄+H₂O and tropical stratospheric entry value for water vapour are compared among different data sets to see how consistent these quantities are. Possible causes of long-term changes in water vapour are discussed in Chapter 3. However, estimates of changes in the stratosphere derived from a variety of moderately long data sets from as early as the 1950’s are given here, and their consistency is assessed. For the longer-term data sets, the potential for changes with time is pointed out, for example, design changes of the frostpoint hygrometer or the use of multiple satellites for the TOVS series of upper troposphere water vapour measurements. These are discussed more completely in Chapter 1.

Plan of comparisons

Using the approaches described above, comparisons are made among aircraft-borne, balloon-borne, and ground-based sensors that obtain data in both the stratosphere and troposphere. Data from these sensors are also compared to data obtained with satellite instruments. An outstanding issue for the comparability of observations in the lower stratosphere has been the disagreement among various in situ measurements obtained by several balloon and aircraft platforms that are operated by United States agencies and universities. Unfortunately the discrepancies are not resolved in this report but several aspects of this disagreement are investigated and summarised in this chapter. Comparisons among European instruments using similar principles to the United States instruments are also reported with somewhat different results. Results of a laboratory comparison of the NOAA-CMDL frostpoint, NOAA-AL Lyman-α, and the Harvard Lyman-α techniques are reported but do not resolve the differences between these instruments. Three instruments flown on balloons (MIPAS, FIRS-2, and MkIV) make stratospheric measurements using infrared techniques. These are compared with in situ instruments as well as among themselves.

Most of the airborne and balloon-borne techniques have also been compared with various satellite-borne instruments. Comparisons are presented between these techniques and the HALOE, MLS, SAGE II, ATMOS and ILAS instruments. The ground-based microwave water vapour measurements (WVMS and WASPAM) provide another opportunity for comparison with the satellite systems, particularly in the middle and upper stratosphere and mesosphere.

In the upper troposphere, the most extensive data set in both time and space is the TOVS data (since 1979) obtained from the HIRS sensor on a number of operational meteorological satellites. More recently (1992-1998) the Microwave Limb Sounder (MLS) on the Upper Atmosphere Research Satellite (UARS) has also obtained data at several levels in the upper troposphere. These two data sets are compared with one another and with a newly available set of in situ measurements in the upper troposphere from observations on commercial passenger aircraft (MOZAIC). The MOZAIC data are also compared with data from several sensors flown on upper tropospheric aircraft. Although radiosondes have a number of limitations in their measurement capability of water vapour in the upper troposphere (see Chapter 1), they are widely used and will likely still play a role in the future in validation of remotely sensed tropospheric water vapour. A useful correction to the data for a particular type of sensor (Humicap A) on the widely used Vaisala RS80 radiosonde is presented. LIDAR for measuring
tropospheric water vapour profiles is an emerging technique that is compared to several in situ measurements.

Comparisons are also made among different satellite systems. In the stratosphere, the water vapour measurements from the HALOE and SAGE II instruments are the longest near global data sets. Because of problems due to interference from aerosol and ozone at the wavelength from which water vapour is retrieved, the version of the SAGE II data available for this assessment has several drawbacks that are discussed more fully later in this chapter. For this reason, only limited attention is paid to assessing the data quality of the current data set. ATMOS is compared with the MAS, HALOE and MLS measurements in the stratosphere and the mesosphere. The MLS and HALOE instruments, both flying on UARS, provide a number of comparison opportunities during the approximately 1.5 year life of the MLS 183 GHz stratospheric water vapour channel. Although the ILAS sensor on the ADEOS satellite only obtained data for 9 months before the satellite failed, several comparisons were carried out with balloon-borne packages and HALOE. The ILAS sensor is used as a transfer for comparisons between several instruments when direct comparisons were not possible. The currently operating HALOE and POAM III instruments provide stratospheric comparisons during the periods when HALOE coverage extends to high latitudes. In the troposphere, the TOVS and MLS provide overlapping measurements. In the upper troposphere, the stronger water vapour signal allows SAGE II to make measurements of good enough quality that they provide some opportunity for comparison. Finally, the tropospheric MLS and TOVS data are compared. A summary of differences found between all the instruments compared is presented in section 2.6. Conclusions and recommendations are also given in the final sub-section of this chapter.
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2.2 Comparisons between aircraft-borne, balloon-borne, and ground-based sensors

2.2.1 Stratospheric measurements

**NOAA-AL Lyman-α and NOAA-CMDL frostpoint hygrometer**

There have been eight coincident flights between the NOAA Aeronomy Laboratory (AL) Lyman-α instrument and the NOAA Climate Monitoring and Diagnostics Laboratory (CMDL) frostpoint balloon instrument. In the early 1980's, these used both a Lyman-α balloon instrument and an aircraft instrument. Coincident comparison flights occurred in Texas, Wyoming and California. The percent difference as a function of altitude between 15 and 30 km is shown in Figure 2.1. Differences are on the order of 20%, with the Lyman-α instrument measuring larger values.

![Figure 2.1. Percent difference between the NOAA-AL Lyman-α and NOAA-CMDL frostpoint balloon instruments. 8 comparison flights were included in this calculation. Data from all flights were put into 2-km bins, the mean is shown by the symbol, and the standard deviation (1σ) denoted by the horizontal lines. Percentage differences were calculated by taking (AL−CMDL)/average.](image)

**Harvard Lyman-α and NOAA-CMDL frostpoint hygrometer**

There are only a few comparisons between the Harvard Lyman-α ER-2 and NOAA-CMDL frostpoint instruments. The only direct comparison consists of three flights in May 1993 at Crows Landing, California, as part of the SPADE aircraft mission. The same 3 days are also included in the NOAA-AL:NOAA-CMDL comparison. Percent differences between the Harvard and NOAA-CMDL instruments are shown in Figure 2.2. There is a wide range of percentage differences as a function of altitude, the average being 27%, with Harvard values larger.
The only other near coincidences between the Harvard and NOAA-CMDL instruments were during the Central Equatorial Pacific Experiment (CEPEX) campaign in the equatorial Pacific during March 1993. In this case, there were no geographic coincidences, but the two instruments were both measuring in the same general area. For this comparison, all the NOAA-CMDL measurements were averaged into one profile, as were all the Harvard measurements. The offset between the two instruments is ~1.4 ppmv, with the Harvard measurements greater. This amounts to approximately a 30% difference at ER-2 cruise altitudes (near 20 km) and over 40% differences at lower altitudes near the hygropause. Gradients in satellite measurements taken during the same month across the Central Pacific near 20 km are less than 0.1 ppmv across the width of the basin. It is therefore unlikely that the differences noted between the two \textit{in situ} measurements at ER-2 cruise altitudes are a result of geographic biases, but instead indicative of an actual measurement difference.

\textbf{Jülich Lyman-\(\alpha\) (FISH) and LMD frostpoint}

Balloon-borne profiles of the Jülich Lyman-\(\alpha\) fluorescence hygrometer FISH and the LMD frostpoint hygrometer can be compared using \(2\times\text{CH}_4+\text{H}_2\text{O}\) even when data are not sampled in spatial and temporal coincidence. For a number of flights of both hygrometers, \(\text{CH}_4\) was measured by the same whole air sampler instrument with gas chromatographic analysis traceable to a single standard [\textit{Schmidt et al.}, 1987]. Given a precision of better than 3% for the \(\text{CH}_4\) measurement and assuming variations of \(2\times\text{CH}_4+\text{H}_2\text{O}\) in the middle stratosphere (420-700 K) at mid- to high latitudes covering the period of a few years are of the same magnitude, discrepancies of more than 5% between the \(\text{H}_2\text{O}\) measurement techniques should be detectable.

A series of balloon flights of the LMD frostpoint and the whole air samplers during the European Arctic Stratospheric Ozone Experiment (EASOE) in winter 1991/92 at 68°N has been
used to determine $2\times$CH$_4$+H$_2$O [Engel et al., 1996]. This quantity was found to be $6.91\pm0.41$ ppmv at potential temperatures from 430 K to 750 K. There were no significant differences between data obtained inside or outside of the polar vortex. From a mid-latitude balloon profile on 20 September 1993 using FISH and the whole air sampler, $2\times$CH$_4$+H$_2$O was determined to be $7.17\pm0.62$ ppmv for potential temperatures ranging from 420 K to 900 K [Zöger et al., 1999b]. Two more flights of this payload at 68°N yielded a value of $7.02\pm0.11$ ppmv (11 February 1997, 400-600 K) and $7.05\pm0.12$ ppmv (6 February 1999, 420-580 K). LMD frostpoint measurements are slightly smaller than FISH data by 0.1-0.2 ppmv.

In May 1999, both hygrometers were launched on balloons from Southern France within 60 hours of one another. Despite a few filamentary structures which differ in both profiles due to atmospheric variability, Figure 2.3 shows that both measurements agree to within 0.2 ppmv at 90-50 hPa with a maximum deviation of 8%.

![Figure 2.3](image)

**Figure 2.3** Intercomparison of H$_2$O balloon profile measurements of the LMD frostpoint hygrometer (crosses, 5th May 1999) and of the Jülich Lyman-α hygrometer (open diamonds, 3 May 1999) at 44°N.

**NOAA-AL and Harvard Lyman-α on the ER-2**

During the NASA SPADE mission (April-May 1993), both Harvard and NOAA-AL Lyman-α instruments flew on the ER-2 high altitude aircraft. The average difference over the nine flights used in this comparison is ~15%, with the Harvard measurements larger. The offset in mixing ratio is ~0.7 ppmv. The vertical distribution of the percent differences is shown in Figure 2.4. Percent differences are fairly constant with altitude above 15 km. Comparisons of measurements below 15 km taken during aircraft ascent and descent show more vertical structure and greater variability in the differences. As discussed later in the laboratory intercomparison (2.2.2), the reasons for the disagreement are not understood, nor reproducible under controlled laboratory conditions.
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- Figure 2.4 Percent difference between the Harvard and NOAA-AL Lyman-α instruments flying on the ER-2 during SPADE. 9 comparison flights were included in this calculation. Data from all flights were put into 1-km bins, the mean is shown by the symbol, and the standard deviation (1σ) denoted by the horizontal lines. Percentage difference is calculated by taking (Harvard−AL)/average.

**Lyman-α and JPL TDL**

During the NASA POLARIS mission (April-September 1997), the Harvard Lyman-α instrument was compared with the TDL hygrometer from JPL [May, 1998; Hintsa, 1999]. Average agreement for the entire June-July deployment was 1% from 0-200 ppmv H₂O with an offset of less than 0.2 ppmv; most measurements agreed to within 5%. Nonetheless, there were significant pressure-dependent differences at pressures between 100 and 300 hPa as shown in Figure 2.5, where the Harvard instrument measured less than the JPL instrument. These are thought to arise from uncertainties in the modulation amplitude placed on the diode laser for second harmonic detection. Using a fixed modulation amplitude produces a pressure-dependent uncertainty because of undermodulation at higher pressures. Some variation is seen between deployments during POLARIS, especially at pressures greater than 100 hPa. At cruise altitudes (19-21 km), where water is low and the JPL TDL calibration was most reliable, the agreement is within 1% with an offset of < 0.1 ppmv.

During the NASA/NOAA WB57F Aerosol Mission (WAM) mission (April 1998), the NOAA-AL Lyman-α and JPL TDL hygrometers had two coincident flights on the WB57F high altitude aircraft. Considering data just above 15 km, the average difference is 16%, with the JPL TDL measurements larger. If the entire altitude range is considered, the average difference is ~10%. This reflects the vertical structure in the percent differences, plotted in Figure 2.6. The shape is similar to that in the percent differences between the Harvard Lyman-α and JPL TDL instruments shown in Figure 2.5, except offset by 10-15%. Reasons for the pressure-dependent differences are discussed above. In spite of these differences, the JPL TDL instrument can be used as a transfer agent between the Harvard and NOAA-AL Lyman-α instruments. This comparison would also indicate that the differences between the Harvard and NOAA-AL Lyman-α instruments would be ~15%, with the Harvard instrument larger.
Figure 2.5  Percent difference between the JPL TDL and Harvard Lyman-α instruments flying on the ER-2 during POLARIS in 1997. Data from 0 to 200 ppmv H₂O from all flights are included in this calculation, with the mean shown for each deployment: April/May (squares), June/July (stars), and September (triangles). The standard deviation (1σ) is denoted by the horizontal lines. Percentage difference is calculated by taking (JPL − Harvard)/average.

Figure 2.6  Percent difference between the JPL TDL and NOAA-AL Lyman-α hygrometers. Two comparison flights were included in this calculation. Data from both flights were put into 1-km bins, the mean is shown by the symbol, and the standard deviation (1σ) denoted by the horizontal lines. Percentage difference is calculated by taking (JPL−AL)/average. Data was binned in altitude space, but plotted in pressure space for easier comparison with Figure 2.5.
2.2.2 Laboratory intercomparison of the NOAA-CMDL, NOAA-AL, and Harvard in situ instruments

Because atmospheric comparisons between the NOAA-CMDL frostpoint hygrometer and the NOAA-AL and Harvard Lyman-α instruments (discussed in section 2.2.1) showed systematic differences with the frostpoint smaller, several laboratory intercomparisons were conducted to study this problem under controlled conditions. The goal of the laboratory intercomparisons was to investigate potential systematic differences between instruments in a controlled environment that attempted to duplicate atmospheric conditions. These laboratory measurements covered a wide range of parameters, with the hope of identifying the source of the disagreement. The set-up relied on simultaneous measurements of the same air source, rather than an independent mixing ratio standard, which may itself not be reliable. This allowed a limited systematic investigation of the behaviour of each instrument under varying conditions. These experiments tested whether the disagreement between the instruments depends on water vapour mixing ratio, pressure, and temperature, on CO₂ and methane concentrations, on flow rate, and on several instrument parameters.

The three instruments are described in detail in Chapter 1. All three instruments operate under different temperature conditions during flight and use different calibration procedures. The NOAA-AL Lyman-α hygrometer is a temperature-controlled instrument, including heated intake lines. The instrument performs calibration cycles at regular intervals during flight. A modified version of the NOAA-CMDL frostpoint hygrometer balloon instrument was built to operate in a laboratory configuration. It was calibrated and operated at ambient temperatures as described in Chapter 1, however, for practical reasons, a different cryogen (liquid nitrogen) was used. The Harvard Lyman-α hygrometer operates at slightly above ambient temperature in flight with calibrations performed in the laboratory before and after atmospheric measurements. Attempts were made in the laboratory, but with varying degrees of success, to bring air into the instruments in a way similar to flight operation. Accordingly, this provides a potential source of uncertainty when comparing flight and laboratory operation for all three instruments.

While the two Lyman-α hygrometers measure mixing ratio directly, the frostpoint hygrometer measures the frostpoint temperature, which has to be converted to mixing ratio using a form of the Clausius-Clapeyron equation as well as an independent pressure measurement. The Goff-Gratch formula [List, 1949], which agrees to within 2% with the most recent direct measurements by Marti and Mauersberger [1993], was used to convert frostpoint temperature to water vapour partial pressure. The pressure measurements were accurate to within 1%, and thus the error introduced by the conversion of frostpoint temperature to mixing ratio is less than 3%.

On several occasions, test runs were influenced by contamination from the outgassing of lines in the flow system. However, this was always due to extremely low flow rates or insufficient settling times after closing the flow system or after sudden changes in mixing ratio. These runs did not give any indication that contamination could be a source of the disagreement in atmospheric measurements. No experimental run reproduced the disagreement between any of the three instruments and all measurements agreed to well within the instrumental uncertainties. A summary of these runs is shown in Figure 2.7.

The laboratory comparisons did not reveal the cause of the systematic difference between the three instruments in atmospheric comparisons. Under the controlled conditions of the laboratory, all instruments agreed to within the instrumental uncertainty. The average difference between the NOAA-CMDL frostpoint hygrometer and the NOAA-AL Lyman-α hygrometer was 3.3±5% (1σ), while the difference between the frostpoint hygrometer and the Harvard Lyman-α was 4.4±5.0 % (frostpoint smaller). This is based on mixing ratios greater than
5 ppmv. At lower mixing ratios, the laboratory configuration and difficulty in controlling the dry air source led to much greater scatter in the differences as can be seen in Fig 2.7. The 15% difference between the NOAA-CMDL frostpoint and the NOAA-AL Lyman-α hygrometer, as well as the 15% difference between the NOAA-AL and the Harvard Lyman-α hygrometer in atmospheric measurements could not be reproduced in laboratory measurements. Tests between the NOAA-CMDL frostpoint and the NOAA-AL Lyman-α hygrometer were run to determine whether differences depend on temperature, pressure, mixing ratio, or other trace gases. No such dependence was found. Tests were run to determine whether the agreement found in the laboratory could have been caused by the differences in the set-up compared to atmospheric measurements. None of the instruments appeared to have inherent biases and seemed to be capable of measuring low water vapour concentrations accurately under controlled laboratory conditions. The differences in atmospheric measurements remain unexplained, but are most likely connected to the installation on the respective platform. Outgassing is of concern, but no indication of such a problem connected to the installation on the respective platforms was found. This disagreement still needs to be resolved to allow accurate and reliable measurements of water vapour in the stratosphere.

Figure 2.7 The percentage difference in water vapour mixing ratio measured by the NOAA-AL Lyman-α hygrometer and the Harvard Lyman-α hygrometer as a function of the water vapour mixing ratio measured by the NOAA-CMDL frostpoint hygrometer.
2.2.3 Balloon infrared instrument comparisons

MIPAS intercomparisons

Balloon-borne profile measurements of water vapour using the MIPAS payload and the LMD frostpoint hygrometer have been made within 48 hours of each other (11 February 1995 and 13 February 1995) at 68°N [Stowasser et al., 1999]. Figure 2.8 shows the retrieved profile measurements of both instruments. At nearly all stratospheric altitudes, the difference is less than 0.2 ppmv, except at 80 hPa where the LMD frostpoint instrument encountered a laminae of dry air that was probably not present during the MIPAS balloon flight two days before.

![Figure 2.8 H₂O profiles retrieved from two MIPAS-B flights inside the Arctic vortex in 1995 and 1997.](image)

In 1997, several balloon-borne measurements using different techniques were made for validation of the ADEOS-ILAS satellite programme. Even though further improvements of the retrieval of ILAS water vapour are under development, the currently available data can be used as an independent reference measurement (see section 2.3.5). A MIPAS balloon instrument measurement was taken on 24 March 1997 at 68°N, approximately 560 km from an ILAS overpass. Between 16-20 km, both water vapour profiles agree within 0.2 ppmv. At higher altitudes, ILAS data are larger than MIPAS. For example, the difference at 25 km is approximately 0.5 ppmv. Similar qualitative and quantitative results were observed on 11 February 1997 using the Jülich Lyman-α hygrometer (FISH) measuring at a distance approximately 140 km from an ILAS overpass. Using ILAS as a transfer standard, indirect evidence is provided that MIPAS and FISH measurements do not differ by more than 0.3 ppmv in the lower and middle stratosphere.

From the MIPAS measurements, a mean mixing ratio of $2 \times \text{CH}_4 + \text{H}_2\text{O}$ was determined to be 7.25±0.2 ppmv (11 February 1995) and 7.28±0.1 ppmv (24 March 1997) [Stowasser et al., 1999]. These values are within 0.3 ppmv of those determined for FISH and the LMD frostpoint (see section 2.2.1). Since no obvious discrepancies for the CH₄ techniques greater than...
0.1 ppmv have been observed [Stowasser et al., 1999], differences in the sum $2 \times \text{CH}_4 + \text{H}_2\text{O}$ largely reveal differences in the water vapour measurements. Therefore, it appears that the LMD frostpoint, FISH, and MIPAS, all based on independent techniques, give results within 0.2-0.3 ppmv.

**MkIV and aircraft comparisons**

The JPL MkIV interferometer flew from Fairbanks, Alaska in May 1997 during the Photochemistry of Ozone Loss in the Arctic Region in Summer (POLARIS) campaign. MkIV is a balloon-borne FTIR spectrometer operated in solar occultation mode. The instrument is described more fully in Chapter 1. Several ER-2 flights took place within a few days of the MkIV balloon flight. Two instruments on the ER-2 measured water vapour during POLARIS, the JPL TDL hygrometer and the Harvard Lyman-α hygrometer. Only those data acquired within approximately 500 km of the balloon observations, which were well outside the polar vortex in a region of uniform potential vorticity were considered for the comparison presented in Figure 2.9. Data is compared as a function of CH$_4$ (from both the MkIV and ALIAS instruments) to minimise variations due to differences in airmass origin. Additionally, the MkIV CH$_4$ was scaled by 0.975 to eliminate a bias reported by Toon et al. [1999]. Data points having a potential temperature less than 375 K were excluded from this comparison, to avoid any tropospheric airmasses, where spatial gradients are known to be greater. Although these results show significant variability from flight to flight (which may well be real), in general the aircraft *in situ* H$_2$O measurements are 0 to 20% larger than those measured remotely by MkIV, with the bias largest near the tropopause.

**FIRS-2 and aircraft comparisons**

The FIRS-2 spectrometer flew from Fairbanks, Alaska, on 30 April 1997 as part of the Alaska Balloon Campaign in support of the ADEOS satellite. The balloon campaign overlapped in time with the POLARIS campaign, and the NASA ER-2 was flying near Fairbanks when FIRS-2 was launched. FIRS-2 measurements were obtained 6°N of the aircraft flight track, but within the longitude range covered by the ER-2, providing an opportunity for intercomparison. The balloon profiles were obtained well outside the vortex, and back trajectory calculations show that the flow was out of the south at all altitudes sampled by the ER-2, so that mixing ratio gradients were small between the ER-2 flight track and FIRS-2 measurement locations. In addition, ILAS measurements made at the same latitude as the ER-2 measurements are consistent with FIRS-2 measurements (section 2.3.5.), again suggesting that local gradients were small.

The ER-2 flight on 30 April consisted of the climb out of Fairbanks, 5.5 hours of level flight between the 490 K and 510 K potential temperature surfaces, and the descent back into Fairbanks. Roughly half the flight took place before sunrise. The aircraft payload included both the JPL TDL and Harvard Lyman-α water vapour instruments, as well as the ALIAS instrument from JPL. ALIAS provided measurements of N$_2$O, among other species.

Because a remote sensing balloon instrument provides measurements at a limited spatial resolution, it will underestimate the amplitude of small-scale variability in a heterogeneous airmass at a given altitude, unlike the aircraft *in situ* measurements. It is possible to compensate for some of the variability mismatch by comparing correlations with a long-lived tracer like N$_2$O, but only if the relationship is independent of airmass origin. This is not the case for the correlation between H$_2$O and N$_2$O. In the tropics, the annual cycle causes the correlation to depend on altitude and season at all altitudes accessible to the ER-2. Outside the tropics, the difference between vortex and middle latitude correlations relating CH$_4$ and N$_2$O [Michelsen et al., 1998] causes a complementary dependence in the relationship between H$_2$O and N$_2$O.
2. Data quality

Figure 2.9  Comparison of H$_2$O profiles measured by MkIV with those measured by two in situ instruments on board the NASA ER2 above Fairbanks, Alaska in May 1997. The profiles are plotted as a function of CH$_4$. Approximate altitude is also given. The top panels are comparisons with the JPL TDL hygrometer, the bottom panels with the Harvard Lyman-α hygrometer. The left-hand panels show the measurement, black squares in the left hand panels are from the JPL MkIV interferometer, the other points are the in situ aircraft measurements. The right panels show percent average biases between the MkIV measurements and 5 aircraft flights, the grand average bias is given by the black solid line.

However, similar airmasses have been identified by binning the data by both potential temperature and N$_2$O mixing ratio. The ascent and descent data are binned separately by potential temperature and compared with FIRS-2 profiles for H$_2$O in the top panels of Figure 2.10. The nighttime and daytime cruise data are binned separately by N$_2$O and compared in the middle panels of Figure 2.10 with the H$_2$O-N$_2$O relationship observed by FIRS-2. As shown in the bottom panel of Figure 2.10, cruise data obtained at N$_2$O mixing ratios between 200 and 215 ppbv are most similar (on the basis of potential temperature and N$_2$O mixing ratio) to the airmasses observed by FIRS-2.

The H$_2$O mixing ratio retrieved by both in situ instruments is systematically smaller after sunrise, with the JPL TDL measurements showing a larger change. Above 450 K the average water vapour mixing ratio measured by FIRS-2 is less than the Harvard and JPL descent measurements by 6.5% and 2.4%, respectively (top panels of Figure 2.10), while the FIRS-2
measurements at an N₂O mixing ratio of 205 ppbv are less than the Harvard and JPL daylight cruise measurements by 6.5% and 4.0%, respectively (middle panels of Figure 2.10). Airmasses at cruise altitude having N₂O mixing ratios substantially different from 205 ppbv have a different origin than the air observed by FIRS-2 and will have a different water vapour mixing ratio for the reasons listed above.

Figure 2.10 Comparison of vertical profiles obtained by the balloon-borne FIRS-2 and in situ instruments on board the NASA ER-2 during flights on 30 April 1997 near Fairbanks, Alaska. Shown in the top left panel are FIRS-2 profiles obtained 250 km North (dashed curve) and Northwest (solid curve) of the ER-2 flight track, as well as in situ measurements of H₂O made during ascent (solid symbols) and descent (open symbols). Harvard data are shown as diamonds and JPL as inverted triangles. Average differences between FIRS-2 and in situ measurements of H₂O during ascent and descent are shown in the top right panel. Also shown in the middle left panel is a comparison of H₂O/N₂O correlations for FIRS-2 measurements obtained 250 km North (open circles) and Northwest (solid circles) of the ER-2 flight track with JPL TDL (triangles) and Harvard Lyman-α (squares) measurements made during cruise before (solid symbols) and after sunrise (open symbols). Differences between average FIRS-2 and in situ cruise measurements of H₂O are shown in the middle right panel. Also shown is a comparison of FIRS-2 profiles and ALIAS measurements of N₂O obtained during cruise (triangles), ascent, and descent (inverted triangles, bottom panel).
Comparison of profiles below 450 K is complicated by the large gradients in H$_2$O caused by propagation of the annual cycle out of the tropics and the difference in horizontal and vertical resolution of the remote sensing and in situ instruments, particularly near the tropopause. Under conditions near 17 km where the comparison is likely to be best, the Harvard and JPL instruments give mixing ratios about 8% larger than FIRS-2.

**FIRS-2 and MkIV comparisons**

The FIRS-2 and MkIV spectrometers made simultaneous measurements during a balloon flight launched from Ft. Sumner, New Mexico, on 22 May 1994. The gondola was configured to allow FIRS-2 and MkIV to observe 90° apart in azimuth so that FIRS-2 could observe atmospheric thermal emission while MkIV observed the solar absorption spectrum. Early in the flight the gondola was oriented so that FIRS-2 would observe in the same azimuth heading in which MkIV would observe the sunset 7.5 hours later. The stratospheric winds were light during the flight (the balloon drifted less than 50 km between launch and sunset) and so that FIRS-2 and MkIV observed nearly the same airmass. Vertical mixing ratio profiles from this flight are compared in Figure 2.11. Differences between the profiles are generally less than the combined uncertainty of 7%.
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Figure 2.11 Comparison between FIRS-2 (dashed curve) and MkIV (solid curve) profiles obtained during a simultaneous balloon flight on 22-23 May 1994. Individual profiles were derived from observations made 7.5 hours apart in the same azimuth heading (left panel). The difference between the two profiles (solid curve) and combined precision (dot-dash curve) is also shown in the right panel.

### 2.2.4 Tropospheric measurements

**Comparison of Vaisala RS80-A radiosondes and the NOAA-CMDL frostpoint hygrometer**

Radiosonde relative humidity (RH) measurements are widely known to be unreliable at cold temperatures. A recent study by Miloshevich et al. [2000] characterised RH measurements from Vaisala RS80-A radiosondes, the most frequently used radiosonde in the world, and developed a correction for the measurements in the temperature range 0°C to −70°C. A data set of simultaneous RH measurements from RS80-A radiosondes and the NOAA-CMDL frostpoint hygrometer (described by Vömel et al. [1995]) was used to derive a statistical correction factor for RS80-A measurements based on the hygrometer measurements. These were operational measurements rather than a controlled intercomparison. The frostpoint hygrometer provides an
**in situ** measurement standard using a technique independent of the operational radiosonde methodology. The calibration uncertainty of the hygrometer is not temperature dependent, and its response time at cold temperatures is relatively fast. The ratio of each RS80-A and corresponding hygrometer measurement is shown in Figure 2.12 with curves that indicate the mean and standard deviation of the ratio in each 1°C temperature bin. Relative to the hygrometer, the mean RS80-A measurements decrease with decreasing temperature to about 40% of the value of the corresponding hygrometer measurements at –70°C. The RS80-A data are clearly unsuitable for upper tropospheric research studies unless the measurement errors are corrected.
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**Figure 2.12.** (a) Ratio of simultaneous relative humidity measurements from Vaisala RS80-A radiosondes (RHv) and the NOAA-CMDL frostpoint hygrometer (RHc), from eight years of monthly launches at Boulder, Colorado. Curves are the mean and standard deviation (1σ) of the ratio in 1°C temperature bins. (b) A statistical correction factor for RS80-A measurements is given by the reciprocal of the mean ratio shown in Panel (a), approximated by the polynomial curve fit shown.

The reciprocal of the mean ratio in Figure 2.12 is the normalisation factor that, when multiplied by RS80-A data, gives corrected RH values that are on average equal to the hygrometer data. This statistical correction factor (curve fit shown in Figure 2.12) accounts for the mean of all sources of RS80-A measurement error combined, as a function of temperature. The magnitude of the correction factor is about 1.1 at –20°C, 1.3 at –35°C, 1.6 at –50°C, 2.0 at –60°C, and 2.4 at –70°C. (The curve fit is not valid outside the temperature range 0°C to –70°C). The fractional
uncertainty in the mean of the corrected RS80-A data, when the correction factor is applied statistically to a large data set (such as when constructing a climatology), is estimated to be 0.06 at 0°C and 0.11 at −70°C, which is about 6% RH at ice-saturation at all temperatures. However, the uncertainty when the correction factor is applied to any individual profile is considerably larger, as indicated by the dispersion of the data around the mean in Figure 2.12. This dispersion results from RS80-A measurement errors that are not simply temperature-dependent, but are also sensor-specific or profile-specific. Only the mean value of these errors at a given temperature is considered by this statistical approach.

The RS80-A is subject to several sources of measurement error, and correction of the individual measurement errors is an alternative approach for correcting RS80-A data that is under development. A "temperature-dependence error" is caused by using a linear approximation in the data processing algorithm to represent the actual non-linear temperature dependence of the sensor calibration, and is in general the largest RS80-A measurement error at cold temperatures. The temperature-dependence error depends only on temperature, so it is completely accounted for in the statistical correction. A correction factor for temperature-dependence error has been derived from laboratory measurements conducted at Vaisala. The magnitude of the correction factor is about 1.1 at −35°C, 1.4 at −50°C, 1.8 at −60°C, and 2.5 at −70°C. A "time-lag error" is caused by the exponential increase in the sensor time-constant with decreasing temperature. The time-lag error depends strongly on the rate of change of the ambient RH, so only its average effect at a given temperature is represented in the statistical correction. Simulations show that maximum time-lag errors for conditions when the ambient RH is changing rapidly with altitude are about 5% RH (positive or negative) at −20°C, 15% RH at −40°C, and 30% RH at −60°C; typical time lag errors are considerably less. A correction algorithm for time-lag error is in progress. Chemical contamination of the sensor polymer by non-water molecules, and long-term sensor instability, both lead to dry-bias errors that depend in part on the age of the radiosonde. The magnitude of the combined dry-bias errors is typically 2-6% RH. A moist-bias error of a few percent RH may result from sensor drift under sustained conditions of high ambient RH. Random uncertainty caused by the combination of production variability and uncertainty in the calibration model and the calibration chamber is 4% RH at the 95% confidence level. The RS80-A, like any (unheated) solid-state sensor, is incapable of measuring ice-supersaturation.

It is critical that these corrections be applied only to Vaisala RS80-A data, not to radiosonde RH data in general, and specifically not to Vaisala RS80-H data. The RS80-A and RS80-H both use the Humicap thin-film capacitive sensors, and they differ primarily in the chemical composition and properties of the sensor dielectric material, and in the accuracy of the algorithm for sensor temperature dependence used in the data processing. Although both sensor types are subject to the same general sources of measurement error, the magnitude of each error is highly dependent on the sensor type. This difference is illustrated by the simultaneous RS80-A and RS80-H measurements shown in Figure 2.13. At temperatures colder than −40°C the radiosonde was in a thick orographic cloud where the RH is expected to be near ice-saturation based on independent cloud particle measurements. Most of the difference between the two profiles is due to the difference in their temperature-dependence errors, since the time-lag errors would be minimal after the sensors had been in the cloud at nearly constant RH for 1-2 minutes. It is apparent that the temperature-dependence algorithm for the RS80-H is considerably more accurate than the algorithm for the RS80-A.
In conclusion, comparison of relative humidity measurements from Vaisala RS80-A radiosondes using the NOAA-CMDL frostpoint hygrometer as an in situ measurement standard demonstrates that uncorrected RS80-A data are not suitable for upper tropospheric research applications. Correction for well-understood measurement errors substantially improves the accuracy of RS80-A measurements at cold temperatures, probably into the realm of usefulness in the upper troposphere. Further improvement is possible and in progress.

**LMD cryogenic frostpoint and LaRC/ARC DLH comparison**

An in-flight intercomparison between the aircraft borne LMD cryogenic frostpoint hygrometer and the NASA-LaRC/ARC Diode Laser Hygrometer (DLH) was conducted during the co-ordinated phases of the Pollution from Aircraft Emissions in the North Atlantic Flight Corridor 2 (POLINAT2) European campaign and the Subsonic Assessment Ozone and NOx Experiment (SONEX) U.S. campaign in October 1998. The LMD frostpoint and DLH were flown aboard the DLR Falcon and NASA DC-8 research aircraft, respectively. Good spatial and temporal overlap between both aircraft during two co-ordinated flights provided an excellent opportunity for the intercomparison, which occurred in the upper troposphere between approximately 7 and 10 kilometres.

From the data obtained it has been shown [Vay et al., 2000] that both instruments agreed within 10% over the range of mixing ratios 82 to 900 ppmv. In general, the DLH reported greater water vapour mixing ratios than the frostpoint hygrometer except at the smaller mixing ratios where the best agreement was noted. This may be explained in part by an offset caused by the presence of residual water vapour within the laser head of the DLH discovered during post-mission calibrations. Figure 2.14 is a comparison of the LMD frostpoint and the DLH data for one of the flights. Here the data from both instruments are averaged to 15 seconds to take into account the difference in time response of the DLH (50 ms) and the LMD frostpoint (10 s).
In-flight comparison of the MOZAIC humidity device with Lyman-α and LMD frostpoint hygrometer

In Chapter 1 the in-flight uncertainty of the MOZAIC humidity sensing devices (AD-FS2) employed on board five A340 in-service aircraft has been evaluated. From the regular pre- and post flight calibration of each flown sensor, typical 2σ uncertainties of ±5-10\% in relative humidity between 10 and 12 km altitude were derived [Helten et al., 1998]. During two dedicated missions with a Fanjet Falcon E research aircraft of the Deutsches Zentrum für Luft- und Raumfahrt (DLR), the in-flight performance of the MOZAIC humidity device was assessed by intercomparison with reference instrumentation.

In-flight comparison, March 1995: Time response and spatial resolution

The first in-flight comparison of the MOZAIC humidity-sensing device against reference instrumentation was conducted in March 1995 with the MOZAIC device mounted aboard the Falcon aircraft [Helten et al., 1998]. As reference instruments for the water vapour concentration measurement, two different types of airborne hygrometers were used: the Jülich Lyman-α fluorescence hygrometer, FISH, with a relative humidity accuracy of ±5\% [Zöger et al., 1999a], and a DLR cryogenic frostpoint hygrometer, with a relative humidity accuracy of ±10\% [Busen and Buck, 1995]. During two comparison flights which took place over Germany, the FISH Lyman-α and the frostpoint hygrometers agreed within their combined uncertainties [Zöger et al., 1999a]. In the middle and upper troposphere, the MOZAIC humidity device agreed to within ±10\% RH (2σ-uncertainty level) with the two reference instruments, if averaged over more than one minute. A dry bias of about 10\% is indicated for the MOZAIC device. The MOZAIC sensor smoothes the structure in the water vapour that is measured with the reference instruments.

This is caused by the response time of the MOZAIC device that increases with decreasing sensor temperature due to the adsorption and diffusion of water molecules into the sensor material [Antikainen and Paukkunen, 1994]. At sensor temperatures of about –30°C (the ambient air temperature is below –30°C) the response time is several minutes. At higher temperatures the MOZAIC instrument tracks fine structures in the humidity field within ±5-10\% RH (2σ-uncertainty level).
Based on these comparisons, it was found that the response time of the MOZAIC sensor during ascent and descent is less than 10 seconds near the ground and less than one minute around 9-km altitude. This means that at an ascent/descent rate of the MOZAIC-aircraft of about 8 m/s, the vertical resolution of measured vertical humidity profiles is better than 100 m in the lower troposphere, and approximately 500m in the upper troposphere. At cruise altitude, the response time is about 1-3 minutes. At a horizontal aircraft speed of 250 m/s, the horizontal resolution is about 15-50 km, which is sufficient to record large-scale features in upper tropospheric water vapour.

In-flight comparison, September 1997: MOZAIC versus POLINAT-2

In September 1997, during the European POLINAT-2 (Pollution from Aircraft Emissions in the North Atlantic Flight Corridor) aircraft mission [Schumann et al., 1998], an intercomparison of airborne in situ water vapour measurements was performed between water vapour sensors aboard the Airbus A340 (MOZAIC) and Falcon (POLINAT) aircraft [Helten et al., 1999]. The POLINAT aircraft used the LMD frostpoint hygrometer developed for airborne water vapour mixing ratio measurements [Ovarlez and van Velthoven, 1997]. The intercomparison took place southwest of Ireland on 24 September 1997 at the 239 hPa flight level. The ambient air temperature ranged from –53 to –55ºC. The Falcon approached the flight path of the Airbus at 13ºW longitude and followed until 7ºW longitude. The Falcon followed the Airbus at a distance of 7-35 km. This corresponds to a time lag increasing from 30s to 160s. The relative humidity measured on the POLINAT aircraft (thin curve) was shifted with respect to the MOZAIC measured relative humidity (thick curve) such that the POLINAT data are for the same longitude as the MOZAIC data (Figure 2.15). The shift was computed using the measured horizontal wind and assuming isobaric transport.

Figure 2.15  Relative humidity measured by the MOZAIC humidity device and the LMD frostpoint hygrometer as a function of flight time during the tropospheric segment of a comparison flight on board the DLR Falcon aircraft in March 1997. The thin vertical lines represent the ±2σ uncertainty levels derived from pre- and post flight calibration of the flown MOZAIC sensor.
The accuracy of the POLINAT water vapour measurements was better than ±3% [Ovarlez and van Velthoven, 1997]. Figure 2.16 reveals agreement within ±5% for segment C of the intercomparison where the trajectories of both aircraft where closest. Even mesoscale structures of the water vapour mixing ratio are reproduced. One exception is the strong decrease in water vapour concentration at 8°W longitude, where the values measured by MOZAIC decreased much faster. This occurred in a region with a strong relative humidity gradient, where the time delay between both measurements is a maximum (~160s). Additionally, the POLINAT measurement on its flight back at this position showed a strong change of the water vapour mixing ratio within a short period of time. Therefore, a change in the water vapour distribution could have contributed to the larger deviation. In segment B, where the Falcon flew into a contrail of the Airbus, frostpoint mixing ratios are significantly larger than the MOZAIC measurements. Local increases in mixing ratio of about 3 ppmv are to be expected in aircraft plumes of 100s age [Schumann et al., 1998]. The structures of both measurements in segment A are similar, but the POLINAT values are up to 14% greater than the MOZAIC measurement. This could be partly due to the horizontal water vapour gradient present, since the flight trajectories differ up to 5 km in latitude. The water vapour volume mixing ratio measurements in the range of 80 to 120 ppmv of both instruments differ by less than ±5%, where the trajectories of both aircraft are very close. The corresponding relative humidity was changing between 50 and 75%. Relative humidity and mixing ratio from MOZAIC and LMD during POLINAT agreed to within 5% for mixing ratios above 80 ppmv. This indicates that the MOZAIC instrument measures upper tropospheric relative humidity and water vapour mixing ratio with an absolute overall accuracy similar to that of the LMD frostpoint hygrometer aircraft sensor.

The results of the two in-flight comparisons of the MOZAIC humidity device with reference instrumentation agree within the 2σ-uncertainties of ±5-10% derived from the individual pre- and post-flight calibration of each flown sensor. It appears that in the upper troposphere at a cruise altitude between 10 and 12 km the MOZAIC humidity device measures relative humidity with an in-flight 2σ-uncertainty of ±5-10%.

Figure 2.16 Relative differences (MOZAIC–LMD Hygrometer)/LMD Hygrometer in percent obtained during comparison flights between the MOZAIC device on the Airbus aircraft and the LMD frostpoint hygrometer on the DLR Falcon aircraft. Different segments of the flight as described in the text are noted with arrows. The MOZAIC measurement is shifted by 15 seconds opposite to the flight direction to correct for the slower response compared to the LMD frostpoint sensor on the Falcon aircraft.
Comparison of airborne DIAL LIDAR (LASE) with other instruments

The Lidar Atmospheric Sensing Experiment, LASE, uses the DIAL method that provides direct detection of absorption due to water vapour and makes absolute measurements of water vapour profiles without the need for inversion methods. In principle, no field calibration is needed for the LASE measurements, which use the known spectroscopic characteristics of the water vapour absorption lines. Prior to the LASE measurements, very high-resolution laser spectroscopy was conducted for accurate characterisation of water vapour line parameters. The estimated combined error in the water vapour absorption cross-section is ~2-3% in the 720 and 820 nm regions [Grossmann and Browell, 1989a; Grossmann and Browell, 1989b; Ponsardin and Browell, 1997].

Because LASE operates locked to a water vapour line and no wavelength drifts are possible [Browell et al., 1997], no in-flight calibrations of wavelength or linewidth are performed. However, regular checks are done on the ground to ensure proper operation of the LASE system. In addition, to assess the water vapour measurement capability of LASE, a comprehensive LASE Validation Field Experiment was conducted in September 1995 at the NASA Wallops Flight Facility. LASE measurements were intercompared with a number of in situ and remote sensors from the ground and other aircraft [Browell et al., 1997]. These sensors included radiosondes, airborne dew point and frostpoint hygrometers, and remote LIDAR water vapour measurements from the ground and aircraft. An example of an intercomparison of water vapour profile measurements is given in Figure 2.17, illustrating the sensitivity and accuracy of the LASE measurements as shown in the agreement with other sensors. The Vaisala sondes appear to underestimate water vapour measurements compared to LASE in the upper-troposphere. This feature is consistent with the known dry bias of Vaisala sondes [Clough et al., 1996]. For the entire field experiment, 39 profile comparisons were made when the time difference was less than 30 minutes. The mean of the average profile differences was less than 2% with standard deviations less than 10% [Browell et al., 1997]. When small altitude shifts (≤ 120 m, well within the uncertainty in the height determination from the radiosondes) are used to align prominent atmospheric features in the comparison profiles, then standard deviations decrease to 7%. In order to account for horizontal variability, comparisons were also performed with the in situ aircraft flying at several different constant altitudes. An average of the 65 comparisons showed a mean difference of 1.6% with a standard deviation of 6%. When compared with all the water vapour measurements acquired during this experiment, LASE water vapour measurements were found to have an accuracy of better than 6% or 0.01 g/kg whichever is larger, across the entire troposphere [Browell et al., 1997].

LASE has been operated from the NASA ER-2, DC-8, and P-3 aircraft, and has participated in five major field experiments during 1995-1999 as discussed in Chapter 1. During each of these field experiments the LASE water vapour measurement accuracy has been verified by comparison with other remote and in situ water vapour sensors.
Figure 2.17 Comparison of LASE measurements with the Lear Jet cryogenic hygrometer, NASA Goddard Raman LIDAR, and Vaisala radiosonde measurements made near the Wallops Flight Facility on 12 September 1995.

Raman LIDAR and H-Humicap sensor comparisons

The comparison of water vapour mixing ratio measured by the OHP LIDAR and radiosondes (H-Humicap, RS80) launched simultaneously at the same site reveals a dispersion of 2% and no significant bias (<1%) up to 9 km for 20 coincident measurements. Above 9 km, the water vapour density measured with the LIDAR exceeds radiosonde measurements by 2-5%. This is probably due to temperature dependence and hysteresis effects of the H-Humicap sensor. When the comparison is performed as a function of mixing ratio values, H-Humicap underestimates water vapour (2%) for densities larger than 0.001 g/g of dry air and overestimates water vapour (2-5%) for densities smaller than 0.0001 g/g of dry air. This effect leads to a discrepancy in the water vapour distribution observed with the two instruments mainly at the extremes of the distribution. It also appears that the H-Humicap sensor has a bias (5%) for temperatures lower than 220-230 K, corresponding to typical upper tropospheric conditions.
2.3 Comparisons made for the validation of satellite measurements

2.3.1. HALOE comparisons

In situ measurements

Aircraft measurements

In this subsection, intercomparisons are shown between HALOE profiles and in situ aircraft measurements of water vapour. Coincidences were required to occur within 2.5 days, 3 degrees of latitude, and 45 degrees of longitude. It can be argued that even these separations do not constitute coincidence, but choosing tighter criteria leads to fewer comparisons. Even though our comparisons with the aircraft data consist of only 5 profile pairs per set, the root-mean-square (RMS) differences for each set are not much larger than their mean differences. Thus, one can be confident that the individual profile pairs in each set are showing consistent differences. In Figures 2.18 to 2.24, the standard HALOE profiles are from its Version 19 (V19 or 3rd public release data set) and denoted with a solid curve, the correlative data are dotted, and recent updates to the HALOE retrieval are dashed. The right panels of each of these figures show the mean of the differences for the paired profiles (as opposed to the difference of the mean correlative and mean HALOE profiles of the left panels). RMS differences for the pairs are also shown in the right panels.

Sunrise (SR) and sunset (SS) HALOE comparisons were made with Harvard Lyman-α measurements [Weinstock et al., 1994] from multiple ER-2 missions occurring from October 1995 through May 1997 and from 20°N to 66°N. Comparisons do not extend above the 50 hPa level, which is about the upper flight level of the ER-2 aircraft measurements. The in situ measurements have a reported accuracy of ~5%. Comparisons were made against both climb and descent measurements from the ER-2, but the results were not significantly different. Figure 2.18 shows results for a set of five SR pairs whose average longitude separation was 14 degrees. A systematic, nearly constant mean offset of 15% to 20% was found for the HALOE V19 SR (solid) versus descent profiles from the ER-2 (dotted) for the entire interval from 50 hPa to 150 hPa (HALOE smaller). Very similar results were found for the SS comparisons (not shown), although the percentage differences are larger below the 150 hPa level. The overall shapes of the average HALOE and average in situ profiles are also very similar. Although the profile comparisons were obtained at latitudes near 20°N, 30°N to 40°N, and near 65°N, there is no clear variation with latitude for the comparison differences. Figure 2.18 includes the averages for modified HALOE V19 retrievals (dashed) that use no constraint in the procedure for vertically interleaving each of the 7 separate retrievals of a given scan and also use an improved model [Thibault et al., 1997] for the effects of the interfering pressure-induced O2 continuum for the cold temperatures of the lower stratosphere. Biases are reduced and those updates indicate the nature of the uncertainties that affect the V19 profiles in the lower stratosphere. Such algorithm improvements will be included in the upcoming Version 20 processing.

Similar comparisons were performed against the NOAA Lyman-α measurements on the ER-2. Figure 2.19 shows an average of five comparisons for descending flight legs at northern middle latitudes from November 1992 through November 1994. Average longitude separation is 8 degrees. Differences in water vapour range from 5% at 60 hPa to 20% at 130 hPa with HALOE being smaller. While the unconstrained results are somewhat noisy, the average profile is essentially the same as the V19 profile above the 120 hPa level without the modification to
the O₂ continuum. Below that level, the unconstrained results follow the aircraft data more closely than V19.

Figure 2.18 Average of 5 comparisons of HALOE SR/ER-2 Harvard Lyman-α profiles during aircraft descent, latitudes range from 20º to 64ºN. (left) Solid curve is HALOE average, dotted curve is Lyman-α. (right) Solid curve is mean difference (Lyman-α minus HALOE); dotted curve is RMS difference. The dashed curves show the effect of eliminating constraints plus a better correction for the O₂ continuum in the V19 retrieval in the mean difference (left) and its percentage difference (right).

Figure 2.19 Average of 5 Northern Hemisphere comparisons of HALOE/ER-2 NOAA-AL Lyman-α profiles during aircraft descent, latitudes range from 34º to 39ºN. (left) Solid curve is HALOE, dotted curve is Lyman-α. (right) Solid curve is mean difference (Lyman-α minus HALOE); dotted curve is the RMS difference. Dashed curves show the effects of removing the constraints plus a better correction for the O₂ continuum in the HALOE retrieval.

Figure 2.20 shows five comparisons with NOAA-AL Lyman-α measurements at southern middle latitudes for April through October 1994. Average longitude separation is 12 degrees. Although the shapes of the differences with the NOAA-AL data are similar in both Figures 19
and 20, their percentage differences are larger in the Southern Hemisphere. These comparisons for the Southern Hemisphere occurred in 1994, when the aerosol extinction tended to be less than that for most of the northern middle latitude pairings. It is likely that when the interference from aerosol absorption is large, as it was in 1992/1993, the uncertainties in the correction are more important than the effects of the positive bias in the earlier O₂ continuum model being used for V19.

Figure 2.20 As in Figure 2.19, but for an average of 5 Southern Hemisphere comparisons, latitudes range from 41º to 47ºS.

**Balloon frostpoint hygrometers**

A set of 14 SR profile-pair comparisons with NOAA-CMDL frostpoint hygrometer measurements near 40°N makes up the statistical average shown in Figure 2.21. All pairs are coincident to within 1 day, 3 degrees of latitude, and 17 degrees of longitude. Average longitude separation for the set is 8 degrees. Cloud signatures have been screened out of the HALOE profiles, but their effects do not have an impact above the 150 hPa level. The mean difference profile shows agreement between the frostpoint and HALOE SR measurements to within 5% from 15 hPa to 70 hPa. Systematic differences between the two measurements reach 15% (HALOE smaller) at 100 hPa and 20% at 125 hPa. Because of profile imprecision, lack of better coincidence, atmospheric variability, and different spatial averaging for the two measurement techniques, the RMS differences in Figure 2.21 are larger than the mean differences. Those differences reach 10% from 15 hPa to 60 hPa, increasing to 20% at 100 hPa. Both the mean and RMS differences are well within the combined HALOE V19 and frostpoint estimates of accuracy. The HALOE V19 error estimates are the same as those for V17 reported in Harries et al. [1996]. The balloon measurement has an accuracy of about 10%, based mainly on the uncertainty in the frostpoint temperature (see Chapter 1.1). When the retrieval constraint is removed, the dashed HALOE profile “turns the corner” more sharply at about 150 hPa, resulting in smaller differences with the balloon profile.

Eleven HALOE SS comparisons with NOAA-CMDL frostpoint soundings were obtained, and the average result in Figure 2.22 is similar to that for SR. Average longitude separation is 14 degrees and time difference is less than 1 day. Several HALOE profiles stopped abruptly near 150 hPa, but no cloud was indicated by our screening criteria. Although the HALOE cloud-screening algorithm [Hervig and McHugh, 1999] indicated a cloud in several other cases, each
comparison was still good at and below the cloud altitude indicated by the screening. This suggests that not all flagged cloud events are having a significant effect on the retrieved water vapour. Most of the SS profile pairs extend downward to the tropopause and agree to within the error bars for the two data sets. The small differences for both the SS and SR correlative comparison plots represent the primary improvement in the V19 retrievals of water vapour over earlier data versions.

Figure 2.21  (Left) Averages of 14 HALOE V19 SR profiles (solid) and frostpoint balloon profiles (dotted) near 40°N. Dashed curve represents the average HALOE profile obtained by removing an interlevel retrieval constraint plus using a better correction for the O₂ continuum. (Right) Average differences (frostpoint minus HALOE V19) for the paired profiles in the set (solid); RMS differences for that set (dotted). Dashed curve is the mean difference for the modified HALOE algorithm.

Figure 2.22  As in Figure 2.21, but for a set of 11 HALOE V19 SS comparisons.

Three comparisons have been made between HALOE SR profiles and LMD frostpoint hygrometer profiles [Ovarlez and Ovarlez, 1996; Ovarlez et al., 1996] in the region of Indonesia to Diego Garcia. Average longitude separation is 7 degrees. Figure 2.23 shows
averages for these tropical comparisons of January 1994. HALOE values are smaller than the frostpoint by 15 to 20% between 25 hPa and 75 hPa. It should be noted that only one frostpoint profile extends below 60 hPa (note that the RMS difference in the right panel goes to zero at that point). Results for this small sample show larger differences than indicated for the sets of HALOE comparisons with the NOAA-CMDL frostpoint measurements over the same altitude range. For the comparison shown in Figure 2.24 at Kiruna, Sweden, on 20 March 1995, the profile shapes are similar. In this instance, HALOE is up to 15% larger between 25 hPa and 60 hPa but the differences are smaller above and below that altitude range. This comparison occurs near the early springtime polar vortex, where differences between a local and a path-averaged measurement may be an important factor. No modified V19 profile was generated for Figure 2.24.

Figure 2.23 (left) Average of three HALOE (solid)/LMD frostpoint balloon (dotted) comparisons at tropical latitudes in January 1994. Dashed is HALOE result using its modified algorithm. (right) Average (solid or dashed) and RMS (dotted) differences.

Figure 2.24 As in Figure 2.23, but for a single comparison at Kiruna, Sweden, in March 1995.
Jülich Lyman–α hygrometer (FISH)

One HALOE comparison opportunity was obtained with the Jülich Lyman-α hygrometer (FISH) on 20 September 1993, at 44°N, 0°W [Zöger et al., 1999b]. Comparisons are shown in Figure 2.25 with two nearby HALOE SS profiles from 21 and 22 September. Note that FISH data have been measured using the prototype instrument, resulting in less precise and noisier measurements than with the current instrument. In this comparison, the FISH profile was smoothed with a cosine bell function of width ±1.05 km, but this did not reduce its fine structure oscillations much. The difference is within the combined error bars for both instruments. When the FISH profile is convolved with the HALOE field of view (in order to reduce the noise and approximate the vertical resolution of the HALOE measurement), the in situ profile is altered where water vapour turns sharply and is biased toward larger values. At about the 150 hPa level the HALOE profiles in Figure 2.25 diverge somewhat; the interlevel retrieval constraint has not been eliminated for these comparisons. Nevertheless, the Jülich profile tends to split the differences for the nearby HALOE profiles at 100 hPa to 150 hPa. There is no clear HALOE bias with the FISH Lyman-α measurement below the 30 hPa level, even at the water vapour profile minimum. Minor differences only occur at low altitudes close to the tropopause, below 150 hPa, where both the precision and accuracy of the HALOE retrieval degrades. These differences are at variance with the preponderance of other HALOE comparisons with the Harvard and NOAA-AL Lyman-α profiles from the ER-2. More comparisons with the Jülich sonde would be helpful to see whether the agreement in Figure 2.25 is found repeatedly.

Remote sensing measurements

FIRS-2

Thus far, FIRS-2 has had three balloon flights coinciding with one or more HALOE occultation events, where observations made within 24 hours inside a radius of 850 km are considered coincident. A comparison of multiple FIRS-2 and HALOE profiles showed that local gradients are small enough for useful intercomparison for two of the flights. The selected flights were launched from Ft. Sumner, New Mexico on 29 September 1992 and 22 May 1994. Average FIRS-2 and HALOE (version 19) profiles are compared in Figure 2.26. Differences are generally less than 5%, with HALOE indicating larger water vapour mixing ratios than FIRS-2.
above 30 km and smaller mixing ratios near the hygropause. The feature seen in the HALOE profile near 23 km results from a vortex fragment seen by HALOE in 1994 which was not observed in the FIRS-2 observations some 800 km to the south.

Figure 2.26 The left panel shows the comparison between average FIRS-2 (dashed curve) and HALOE version 19 (solid curve) profiles discussed in the text. The right panel shows the mean difference (solid curve) between FIRS-2 and HALOE, and estimated combined precision (dot-dash curve).

*MkIV*

MkIV balloon profiles meeting the criterion of being within 5º in latitude, 10º in longitude, and 3 days of a HALOE overpass, were selected for comparison. This latter criterion (3 days) may seem rather lenient, but one must remember that these MkIV balloon flights were all made at turn-around, when the winds in the middle and lower stratosphere are light and variable. Under turn-around conditions air masses do not move very far, even in three days. Only three of eight balloon flights made since 1992 met this criterion.

The first three panels of Figure 2.27 show all possible comparisons, with the H\textsubscript{2}O profiles observed at each location plotted. The 1993 September comparison is the closest in terms of the time separation. Here it is apparent that the HALOE profiles (open triangles) are systematically 10-20% less than those measured by MkIV (solid symbols). Two MkIV profiles were measured on this particular flight, a sunset (filled diamonds) and a sunrise (solid squares) 12 hours later. All of these MkIV and HALOE profiles were measured within a 35-hour period, and some within 1 hour of each other.

For the 1994 May profiles, little bias is apparent. However, this may be fortuitous given the MkIV profile was measured 3 days after most of the HALOE observations. Later HALOE profiles measured on the same date in 1994 May as the MkIV profile but 10º further north show much worse agreement with the MkIV profile than those presented here. The 1996 September intercomparison again shows the MkIV profile is systematically larger than the near coincident HALOE profiles, which were measured 35 hours after the MkIV profile.

The fourth panel of Figure 2.27 summarises the average biases obtained from each near coincident MkIV-HALOE pair. Above 20 km altitude the MkIV profiles are in general 5-10% (0.3-0.6 ppmv) larger than those measured by HALOE. Below the hygropause (typically 18 km), it becomes very difficult to determine a meaningful bias because the H\textsubscript{2}O volume mixing ratio is decreasing so rapidly with increasing altitude that even a small altitude difference can cause a large apparent discrepancy.
Effects of the modified O$_2$ continuum on the HALOE retrieval

In general, the HALOE comparisons with the *in situ* and remote sounding balloon measurements are within the uncertainties for HALOE water vapour in the lower stratosphere. With the inclusion of a modified O$_2$ continuum and a less constrained retrieval, the differences become smaller in most cases. The effects of interference from the H$_2$O continuum are not considered in the V19 algorithm. Inclusion of a model for the H$_2$O continuum will decrease retrieved water vapour at low altitudes of the stratosphere and offset some of the changes brought about by the better O$_2$ model. However, at this time it is not clear that an adequate model exists for characterising the effects of the H$_2$O continuum at the low water vapour mixing ratios and cold temperatures of the lower stratosphere.

Figure 2.27  MkIV–HALOE comparisons for 3 balloon flights at Ft. Sumner, New Mexico. The first 3 panels show individual water vapour profiles, the final panel shows the average biases for each balloon flight.
2. Data quality

2.3.2 MLS comparisons

In this section, the MLS data are compared to various balloon-borne, airborne and ground-based data sets. The MLS data used are the prototype Version 0104 data described in Chapter 1.4.6 and [Pumphrey, 1999]. For each of the comparisons, the difference was taken between the non-MLS profile and the closest MLS profile for the same day. Less than 15º in longitude and 2º in latitude typically separate the two profiles. A mean difference is obtained by averaging over a number of pairs of profiles. This difference gives an indication of the systematic bias between the two instruments and is shown in the comparison figure as a solid line. The square of the difference is averaged and the square root taken to give a root-mean-square (RMS) difference shown in each comparison figure as a dotted line. The RMS difference will be equal to the absolute value of the mean difference if all of the difference is systematic and greater if some of the difference is random. To aid this comparison where the mean difference is negative, the absolute mean difference is shown in the figures as a dashed line. The RMS difference should be of a similar size to the root-sum-square combined uncertainties of the two measurements, which is shown in the figures as a dot-dash line.

Comparison with balloon frostpoint hygrometer

Comparisons are shown with both the NOAA-CMDL frostpoint and LMD frostpoint balloon instruments. There are 16 profiles from the NOAA-CMDL instrument for which reasonably close MLS measurements exist. Most of these profiles are equatorial or middle latitude profiles, with one profile taken in the Antarctic spring. Figure 2.28 shows the average of the MLS–CMDL differences. The short horizontal lines on the left show the levels at which the MLS data are retrieved. Between these levels, MLS mixing ratio is assumed to vary linearly with logarithmic pressure.

![Figure 2.28](image-url)

Figure 2.28 Comparison between the NOAA-CMDL frostpoint hygrometer and MLS. The solid line is the mean difference between the two instruments and the dotted line is the RMS difference. The dashed line is the absolute value of the mean difference. The dot-dash line represents the quoted errors for MLS. The line segments on the left side indicate the MLS retrieval levels.
Below 29 km, the bias between the NOAA-CMDL frostpoint and MLS is small compared to the random differences, and the RMS differences are similar to the errors supplied with the MLS data. Above 29 km, there are only a small number of comparisons. Figure 2.29 shows a similar comparison with the LMD frostpoint hygrometer. Seven profiles are available for which there are coincident MLS measurements. Of the seven profiles, six were taken at Kiruna in northern Sweden, the remaining one at Aire sur l’Adour, France. There are clear differences between the two comparisons. The LMD data show larger biases with MLS than do the NOAA-CMDL data, particularly at higher altitudes. Overall, MLS tends to show small differences with the NOAA-CMDL frostpoint balloon instrument, and is biased 8-20% low relative to the LMD frostpoint balloon instrument. Part of this discrepancy with the LMD may be due to the difficulty of obtaining matches within similar air masses at high latitudes during the winter.

Figure 2.29 As Figure 2.28 but for the LMD balloon frostpoint hygrometer.

**Comparisons with the Harvard Lyman-\(\alpha\) instrument**

Although a detailed comparison was not carried out between these two instruments, when the Harvard Lyman-\(\alpha\) instrument flew on the ER-2 during the CEPEX campaign in March and April 1993, the Harvard instrument measured mixing ratios approximately 0.75 ppmv (~20%) larger than those seen by MLS. Most of the data is at a pressure of about 70 hPa and the flights were all made within 20° of the equator in latitude and between 170° and 180° E. longitude.

**Comparison with ground-based microwave (WVMS)**

A detailed comparison of the ground-based water vapour millimetre-wave spectrometer (WVMS) with other instruments is given by Nedoluha et al. [1997]. This paper and that of Lahoz et al. [1996] both show comparisons between WVMS and MLS version 3 data. Both MLS version 4 and prototype version 0104 discussed in this report show smaller differences with WVMS than does MLS version 3. Figure 2.30 shows the mean profiles from MLS and WVMS for the period 9 January to 9 February 1993, for the Lauder, New Zealand (45°S) WVMS site. The results from Table Mountain Observatory, California are similar. Figure 2.30b shows the mean and RMS differences between MLS and WVMS. WVMS and the MLS agree to within their quoted uncertainties at most levels. The systematic component of the difference is a substantial proportion of the total difference, but the difference is smaller than for earlier MLS versions. The most significant disagreement between the prototype and WVMS occurs at 0.2-
0.3 hPa, where the MLS profiles show a notch. This feature probably has too small a vertical extent for WVMS to detect it.

**Comparison with FIRS-2**

The FIRS-2 has had three balloon flights coinciding with MLS overpasses, where observations made within 24 hours inside a circle with a 400 km radius are considered coincident. By comparing multiple FIRS-2, MLS, and HALOE profiles, it was determined that local gradients were small enough for useful intercomparison for two of the flights. The selected flights were launched from Ft. Sumner, New Mexico, on 29 September 1992 and from Barstow, California, on 23 March 1993. The average FIRS-2 and MLS (prototype version 0104) profiles are compared in Figure 2.31. Water vapour mixing ratios retrieved by MLS are generally smaller than those retrieved by FIRS-2, with the difference increasing from 5% near 3 hPa to 20% at 70 hPa.

![Figure 2.30](image)

Panel (a) shows the mean WVMS (dashed) and mean coincident MLS (solid) profiles for the period 9 January to 9 February 1993 for the WVMS Lauder, New Zealand instrument. Panel (b) shows the percentage difference.

![Figure 2.31](image)

The left panel shows the comparison between average FIRS-2 (dashed curve) and MLS prototype 0104 (solid curve) profiles discussed in the text. The right panel shows the mean percentage difference (solid curve) between FIRS-2 and MLS, and estimated combined precision (dot-dash curve).
2.3.3 SAGE II comparisons

Five years of version 5.9 SAGE II water vapour data are presently available for validation purposes. Aerosol contamination from the El Chichón and Mount Pinatubo volcanic eruptions make the retrievals prior to 1986 and after mid-1991 unsuitable for comparisons with other data sets. Several individual profiles comparisons are shown in Rind et al. [1993] and are not repeated. Comparisons from one aircraft experiment in 1987 and from several frostpoint balloon measurements are presented here.

Comparison with NOAA Lyman-α AAOE measurements

The Airborne Antarctic Ozone Experiment (AAOE) conducted in the austral spring of 1987 included measurements of water vapour from the NOAA-AL Lyman-α hygrometer onboard the NASA ER-2 high altitude aircraft [Kelly et al., 1990]. All the ER-2 measured profiles during AAOE are compared with all available SAGE II observed water vapour profiles in the southern high latitude region during austral spring of 1987. Results of these comparisons over two latitude ranges are shown in Figure 2.32. At the high latitudes near the vortex edge, the averages include profiles from different air masses, contributing to the ranges denoted in Figure 2.32. In the 50°-60°S band, SAGE II average values are less than 3 ppmv in the range 350 K<θ<395 K while ER-2 averages show mixing ratios less than 3 ppmv for a wider range (350 K<θ<410 K). In the 60°-70°S band, both instruments indicate average water vapour mixing ratios less than 2.3 ppmv in the 345-385 K potential temperature range. Below the 350 K potential temperature surface, the comparisons show small differences with respect to the absolute values and the slope. In the range 420 K<θ<500 K, SAGE II exhibits a much steeper vertical gradient. This results in a 20% difference between the two instruments above the 450 K potential temperature surface, with SAGE II larger.

![Figure 2.32](image-url)

Figure 2.32 SAGE II versus NOAA-AL Lyman-α H₂O measurements on board the ER-2. (a) Dotted curve: Lyman-α average profile over Punta Arenas (53°S, 71°W): Solid curve: SAGE II monthly zonal mean for 50°S-60°S, September 1987. The horizontal bars represent data range (in situ measurements) and standard deviations (1σ) (SAGE II). (b) Dotted curve: Lyman-α average profile inside the vortex (near 72°S, 70°W). Solid curve: SAGE II monthly zonal mean for 60°S-70°S, September, 1987. The horizontal bars represent data range (in situ measurements) and standard deviations (1σ) (SAGE II).
Comparison with balloon-borne frostpoint measurements

As discussed in Rind et al. [1993], in situ water vapour measurements using frostpoint hygrometer measurements have made significant contributions to the validation of SAGE II observed water vapour profiles. A more extensive investigation has recently been carried out to re-examine the intercomparison based on the complete set of the SAGE II archived water vapour data set (January 1986 through May 1991) and the whole catalogue of the NOAA-CMDL balloon-borne frostpoint data set released for this assessment activity.

Pairs of comparisons were selected using 1-day and 1000-km coincidence criteria. Coincident pairs include comparisons where one balloon profile is compared with several different SAGE II profiles. For the two middle latitude locations (Boulder, Colorado and Edwards AFB, California), there exist 36 and 15 coincident pairs respectively. The intercomparison at low latitudes (American Samoa) consists of 13 pairs while the comparison for southern high latitudes (McMurdo) consists of a much smaller size of samples (8 coincident pairs). The coincident pairs for Boulder include samples for various seasons and cover observations in four different years (1986, 1988, 1989 and 1990).

A summary of all the comparisons with NOAA-CMDL frostpoint measurements is shown in Figure 2.33. Average percentage differences (SAGE II – frostpoint) are given for all coincident pairs for Boulder, Edwards AFB, Samoa, and McMurdo. Systematic differences are seen (with SAGE II larger) above 21 km for middle latitude measurements (left panels). Differences increase upwards in the altitude range 21 to 27 km. There seem to be less significant differences in the opposite sense (SAGE II smaller) below 18 km. The large variability in the differences below 13 km (shown by the solid curves) reflects the steep vertical gradient and significant spatial inhomogeneities that exist in these altitude regions near the tropopause. Differences for measurements over Samoa (upper right panel) decrease upward in the altitude range 18 to 26 km. However, one should note that the points below 18 km and above 25 km in this figure represent comparisons in July only (8 pairs), while the remaining data points are the average differences for all 13 cases (both July and January). For comparison over McMurdo (lower right panel), SAGE II and NOAA-CMDL frostpoint measurements overlap only in a smaller altitude range (12 to 22 km). Since all 8 cases that contribute to this figure are measurements in October, the increasing differences with decreasing altitude below 16 km could be attributed to spatial inhomogeneities due to vortex activity during austral spring in the southern high latitude region. In general, above 20 km differences are less than 20%, with SAGE II larger. Below 20 km, the sign changes for the middle and high latitude comparisons, and the magnitude increases.

Comparisons were also made with the LMD frostpoint hygrometer. These intercomparisons are described by Pruvost et al. [1993]. Comparisons were made for balloon flights from Aire sur l’Adour, France, in October 1987, 1989, and 1990. In terms of percentage differences, the discrepancies are 12% or less, with SAGE II larger.

It should be noted that a new version (6.0) of the SAGE II water vapour retrieval was released during the summer of 2000, too late to be used in this assessment. A validation paper has not yet been published, but major changes are expected. Changes incorporated into the SAGE II v6.0 inversion algorithm that affect the water vapour retrieval are:

1) An improved position registration algorithm that will change the transmission profile computation.
2) Correction of the 453 nm channel drifts, which affected the NO₂ retrieved values.
3) Update of the 600 nm aerosol estimation algorithm, which will affect the 525 nm aerosol values used in the 940 nm aerosol estimate.
4) Use of the 1992 compilation of line parameters for water vapour at the 940 nm region.
5) Update of the ozone absorption cross section at the 940 nm region.
6) Update on the EGA computational scheme.

![Graphs showing mean differences and standard deviations for various locations.]

Figure 2.33 Overall percentage differences [SAGE II minus in situ] for comparisons with the NOAA-CMDL frostpoint over Boulder, Edwards AFB, Samoa, and McMurdo. The solid curves represent the standard deviation (1σ) at each altitude and the numbers on the right indicate the number of valid pairs of comparison at each altitude.

2.3.4 ATMOS comparisons

**Lyman-α hygrometers**

Measurements made at the beginning of the Atmospheric Laboratory for Applications and Science-3 (ATLAS-3) mission nearly overlapped in time and location with observations made from the ER-2 during the Airborne Southern Hemisphere Ozone Experiment/Measurements for Assessing the Effects of Stratospheric Aircraft (ASHOE/MAESA) aircraft mission. A previous comparison of observations made with the NOAA-AL Lyman-α hygrometer during ASHOE/MAESA with Version 2 retrievals of H₂O from ATMOS/ATLAS-3 demonstrated differences smaller than 8% [Chang et al., 1996].
The ATLAS-2 mission also provided an opportunity to compare ATMOS observations with those from the NOAA-AL Lyman-α hygrometer. Between 8 and 16 April 1993, ATMOS made observations at northern high latitudes inside and outside the Arctic vortex. In the few weeks following this mission, between 23 April and 18 May, the NOAA-AL instrument flew at northern middle latitudes aboard the ER-2 as part of the SPADE aircraft campaign. Between the ATLAS-2 and SPADE missions (20 April), the Arctic vortex broke into large fragments, which were encountered by the ER-2 during Stratospheric Photochemistry Aerosols and Dynamics Expedition (SPADE). A comparison of SPADE and ATMOS data revealed small differences between ATMOS (Version 2) retrievals of H2O inside and outside the vortex and NOAA-AL H2O measurements inside and outside vortex fragments, as long as the distinction between these air masses was taken into account [Michelsen et al., 1999a].

The left panels of Figure 2.34 show a similar analysis to that of [Michelsen et al., 1999a] using ATMOS Version 3 observations. The in situ data were sorted into several categories based on the relative abundance of long-lived tracers: measurements in vortex fragments, those in air influenced by the vortex and/or tropics, and those in middle latitude (apparently unperturbed by vortex or tropical) air (see Michelsen et al. [1999a] for more details about the sorting procedure). The in situ observations made in vortex fragments by the NOAA-AL instrument are compared with ATMOS observations from inside the vortex in the top panel. The NOAA-AL measurements in air masses influenced by the tropics and/or vortex are compared with ATMOS data from outside the vortex. Since ATMOS only measured at high latitudes and did not appear to sample air with tracer characteristics completely unperturbed by the vortex, a comparison is not shown for the middle latitude case. The data are plotted relative to N2O. For the in situ observations, N2O was provided by ALIAS [Webster et al., 1994]. The error bars in all panels represent the weighted standard deviation of the weighted mean. The percent differences are plotted in the lowest left panel of Figure 2.34, which shows that the ATMOS measurements are 0-4% greater than those provided by the NOAA-AL Lyman-α hygrometer for this case. An indirect comparison where both the NOAA-AL Lyman-α and ATMOS are compared to HALOE suggests that the NOAA-AL Lyman-α is ~5% greater than ATMOS, which is somewhat different than shown by the direct comparison.

The Harvard Lyman-α hygrometer also flew during SPADE, and the right panels of Figure 2.34 show the corresponding comparison of ATMOS data with measurements from the Harvard instrument made simultaneously with those from the NOAA-AL instrument. This analysis demonstrates that the ATMOS measurements are systematically smaller than the Harvard observations by 11-16% for comparisons with the SPADE data set.

Figure 2.35 presents comparisons of potential water (2×CH4+H2O) derived from simultaneous measurements of H2O and CH4 for the same ATMOS occultations and ER-2 flights as those shown in Figure 2.34. For the ER-2 observations, CH4 was provided by ALIAS [Webster et al., 1994]. Observations of CH4 from this instrument have an estimated (1σ) accuracy of ±5% and have been shown to be consistent with ATMOS Version 3 observations to within 5% [Michelsen et al., 1999b]. ATMOS observations of CH4 have an estimated (1σ) accuracy of ±5% and precision of ±5% [Abrams et al., 1996a].

Measurements from each of the instruments demonstrate that potential water is constant within experimental uncertainty outside the vortex (Figures 2.35b and 2.35e). Comparison of Figures 2.35a and 2.35b demonstrates that potential water based on the ATMOS observations is approximately 0.4 ppmv less inside the vortex than outside.

This difference in potential water between vortex and extra-vortex air is smaller than the 0.7 ppmv difference noted in a previous analysis based on ATMOS Version 2 data [Michelsen et al., 1999a]. The NOAA-AL Lyman-α hygrometer yields a mean difference of 0.1 ppmv,
whereas the Harvard Lyman-α hygrometer suggests that potential water is 0.1 ppmv larger inside than outside vortex fragments. Given an average upward trend in potential water of ~0.07 ppmv/yr (see section 2.5.3), potential water inside the vortex is expected to be smaller than extra-vortex values by at least 0.1 ppmv in the absence of dehydration by PSC sedimentation. As summarised in Figures 2.35c and 2.35f, values of potential water based on ATMOS data are 0-5% larger than those derived from NOAA-AL Lyman-α hygrometer data and 6-12% smaller than values derived from Harvard Lyman-α hygrometer data.

Figure 2.34  Comparison of ATMOS Version 3 retrievals of H$_2$O with Lyman-α hygrometer observations from the SPADE ER-2 aircraft campaign. The volume mixing ratio of H$_2$O is plotted relative to the mixing ratio of the long-lived tracer N$_2$O. ATMOS observations are compared with measurements from the NOAA-AL instrument in the left panels and with measurements from the Harvard instrument in the right panels. Symbols represent the in situ observations, and lines represent weighted averages of ATMOS profiles with error bars showing the weighted standard deviation (1σ) of the weighted mean. The SPADE observations are sorted into 3 categories, as described by Michelsen et al. [1999a]. (a) and (d) SPADE data associated with vortex fragments are compared with ATMOS observations made during ATLAS-2 inside the Arctic vortex before it broke up. (b) and (e) SPADE data characterised as being influenced by vortex and/or tropical air are compared with ATMOS/ATLAS-2 data recorded outside the Arctic vortex. (c) and (f) The percent differences between the ATMOS observations and those from the NOAA-AL instrument (c) and the Harvard instrument (f) are plotted as a function of N$_2$O for the vortex case (circles) and the vortex (or tropics) influenced case (squares). For the in situ data, simultaneous observations of N$_2$O were provided by ALIAS.
Figure 2.35 Comparison of ATMOS Version 3 values for $2 \times \text{CH}_4 + \text{H}_2\text{O}$ with observations from the SPADE ER-2 aircraft campaign. Potential water $2 \times \text{CH}_4 + \text{H}_2\text{O}$ is plotted relative to the volume mixing ratio of the long-lived tracer $\text{N}_2\text{O}$. ATMOS observations are compared with potential water derived from ALIAS $\text{CH}_4$ with NOAA-AL $\text{H}_2\text{O}$ in the left panels and with Harvard $\text{H}_2\text{O}$ in the right panels plotted against ALIAS $\text{N}_2\text{O}$. Symbols represent the in situ observations, and lines represent weighted averages of ATMOS profiles with error bars showing the weighted standard deviation ($1\sigma$) of the weighted mean. The SPADE observations are from the same flights shown in Figure 2.34. (a) and (d) SPADE data associated with vortex fragments are compared with ATMOS observations made during ATLAS-2 inside the Arctic vortex before it broke up. (b) and (e) SPADE data characterised as being influenced by vortex and/or tropical air are compared with ATMOS/ATLAS-2 data recorded outside the Arctic vortex. (c) and (f) The percent differences between the ATMOS observations and those from the NOAA-AL instrument (c) and the Harvard instrument (f) are plotted as a function of $\text{N}_2\text{O}$ for the vortex case (circles) and the vortex (or tropics) influenced case (squares).
MkIV

Although ATMOS and the MkIV instrument have never made coincident observations, they have collected data in similar air masses. Comparisons between these data sets are shown in Figure 2.36. Figure 2.36a shows the mean of ATMOS data collected at southern middle latitudes during ATLAS-1 (25 March–2 April 1992) compared with MkIV observations from northern middle latitudes on 14 and 15 September 1992. Figure 2.36b shows data from a MkIV flight on 3 April 1993 at northern middle latitudes compared with the extra-vortex observations made by ATMOS during ATLAS-2 (8–16 April 1993) at high northern latitudes. The ATMOS data shown in this panel are the same as those shown in the second set of panels in Figure 2.34. Figure 2.36c shows a comparison of data from the MkIV at northern middle latitudes during fall 1993 (23 and 24 September) with observations from ATMOS at northern middle latitudes during ATLAS-3 in fall 1994 (3–14 November). Figure 2.36d shows the percent differences between the ATMOS and MkIV observations for the cases shown in the first three panels. These comparisons indicate that the ATMOS and MkIV measurements of H₂O differ by less than 5% under similar atmospheric conditions when plotted relative to N₂O.

Figure 2.36 Comparison of ATMOS Version 3 retrievals of H₂O with MkIV observations. The volume mixing ratio of H₂O is plotted as a function of N₂O. Symbols represent the MkIV observations, and lines represent weighted averages of ATMOS profiles with error bars showing the weighted standard deviation (1σ) of the weighted mean. (a) ATMOS observations made during ATLAS-1 at southern midlatitudes are compared with MkIV measurements from northern midlatitudes on 14 and 15 September 1992. (b) ATMOS observations made during ATLAS-2 outside the Arctic vortex are compared with MkIV measurements from northern midlatitudes on 3 April 1993. (c) ATMOS observations made during ATLAS-3 at northern midlatitudes are compared with MkIV measurements from northern midlatitudes on 23 and 24 September 1993. (d) The percent differences between the ATMOS observations and those from the MkIV are shown for the 3 cases; symbols correspond to those used in (a)-(c).
MkIV also measures CH$_4$ with an accuracy ($\pm$5\%) of $\pm$5\% [Toon et al., 1999]. A comparison between MkIV and ATMOS values of potential water for the cases shown in Figure 2.36 is presented in Figure 2.37. The difference is within 5\% (3\% in the middle stratosphere) and is similar to that shown for the H$_2$O comparisons. The small differences are expected given the similarity of the MkIV and ATMOS instruments and their data reduction methods. This demonstrates that the selection criteria employed for these comparisons is valid, particularly given that the data shown in Figures 2.36 and 2.37 were separated by a much greater time period than any of the data sets used in the other comparisons presented.

For the cases presented here, ATMOS Version 3 water vapour observations are within 0-4\% of measurements from the NOAA-AL Lyman-\(\alpha\) hygrometer and MkIV instruments. The ATMOS observations are 11-16\% dryer than those from the Harvard Lyman-\(\alpha\) hygrometer for comparisons with measurements made in April and May 1993. These results are consistent with comparisons of potential water ($2\times$CH$_4$+H$_2$O) derived from NOAA-AL, Harvard, MkIV, and ATMOS water vapour measurements, and show that in general the direct comparisons of water vapour mixing ratios between sensors do a reasonable job of representing the differences.

Figure 2.37 Comparison of ATMOS Version 3 values for $2\times$CH$_4$+H$_2$O with MkIV observations. Potential water $2\times$CH$_4$+H$_2$O is plotted as a function of N$_2$O. Symbols represent the MkIV observations, and lines represent weighted averages of ATMOS profiles with error bars showing the weighted standard deviation (1\(\sigma\)) of the weighted mean. (a) ATMOS observations made during ATLAS-1 at southern mid-latitudes are compared with MkIV measurements from northern mid-latitudes on 14 and 15 September 1992. (b) ATMOS observations made during ATLAS-2 outside the Arctic vortex are compared with MkIV measurements from northern mid-latitudes on 3 April 1993. (c) ATMOS observations made during ATLAS-3 at northern mid-latitudes are compared with MkIV measurements from northern mid-latitudes on 23 and 24 September 1993. (d) The percent differences between the ATMOS observations and those from the MkIV are shown for the 3 cases; symbols correspond to those used in (a)-(c).
2.3.5 ILAS comparisons

During the eight-month period of operation of the ADEOS satellite, balloon validation experiments were conducted at two high latitude sites. For the validation of ILAS water vapour measurements, five instruments using different techniques and described in this report, made balloon-borne correlative measurements from February until May 1997. These comparisons are listed in Table 2.1.

Table 2.1. Balloon flights for validation of the ILAS experiment. The LMD frostpoint, FISH, and MIPAS instruments were launched from Kiruna, Sweden (68°N, 21°E); the MkIV and FIRS-2 instruments were launched from Fairbanks, Alaska (65°N, 148°W).

<table>
<thead>
<tr>
<th>Balloon experiment</th>
<th>Date</th>
<th>ILAS tangent point at 20 km</th>
<th>Distance between launch site and 20 km tangent point</th>
<th>Comparison altitude range</th>
</tr>
</thead>
<tbody>
<tr>
<td>LMD FP</td>
<td>14 Feb 1997</td>
<td>68.7°N, 41.0°E</td>
<td>818 km</td>
<td>22-27.5 km</td>
</tr>
<tr>
<td>FISH</td>
<td>11 Feb 1997</td>
<td>68.4°N, 17.9°E</td>
<td>142 km</td>
<td>15-24 km</td>
</tr>
<tr>
<td>MIPAS</td>
<td>24 Mar 1997</td>
<td>68.9°N, 34.5°E</td>
<td>1,557 km</td>
<td>13-29 km</td>
</tr>
<tr>
<td>MkIV</td>
<td>08 May 1997</td>
<td>62.2°N, 142.1°W</td>
<td>940 km</td>
<td>13-38 km</td>
</tr>
<tr>
<td>FIRS-2</td>
<td>30 Apr 1997</td>
<td>63.6°N, 149.3°W</td>
<td>629 km</td>
<td>14-40 km</td>
</tr>
</tbody>
</table>

Distance between balloon measurement and 20 km tangent point: 150 km

The operational data processing software was developed at NIES in Japan [e.g. Yokota et al., 1998]. In this assessment, the most recent complete release of data products (Version 4.20) is used. Comparisons using earlier retrievals are found in Sasano et al. [1999]. The relatively recent release of these data products limits the validation for this report to a relatively straightforward comparison of near-coincident profiles without detailed examination of possible dynamical effects.

Figure 2.38 shows the percentage difference of water vapour measurements for the five ILAS validation flights given at satellite data altitudes. Positive values denote ILAS values greater than those of the correlative measurement. On 14 February, LMD frostpoint measurements were available from 22 to 27 km. At the highest altitude, the difference is less than 10%, but for the lower altitudes, ILAS data are up to 28% larger than the LMD frostpoint data. These measurements were obtained near the edge of the polar vortex. A few days earlier from the same site, the Jülich Lyman-α hygrometer (FISH) obtained data very close to an ILAS measurement. Both profiles were obtained inside the polar vortex near its edge. At 15-19 km the difference was -2 to +12%, increasing with altitude. A similar result was found for the intercomparison of ILAS with the remote-sensing measurements by MIPAS on 24 March. In general, these high latitude winter measurements may be affected by atmospheric variability or different viewing geometries. The tangent altitudes of an ILAS profile correspond to different latitudes, while the in situ measurements were made more or less at a single latitude. The viewing geometry of MIPAS is such that it looks in the opposite direction to ILAS. The variability of water vapour abundance near the vortex edge is a plausible explanation for the observed altitude dependent differences between the measurements and limits the conclusions that can be drawn from this set of comparisons.

The validation flight on 8 May of the MkIV IR spectrometer yields differences between -5 and +5% in the 18-31 km altitude range increasing up to +10% at lower altitudes. The FIRS-2 spectrometer was flown on 30 April up to an altitude of 40 km. The difference from 15-33 km was found to be -4% to +10%. Differences of ILAS data with both MkIV and FIRS-2 measurements do not indicate a clear altitude dependence. Both balloon observations as well as the corresponding ILAS measurements were made in air masses that were not influenced by the
vortex, which was still lingering over Northern Europe and Russia in early May 1997 [Toon et al., 1999]. Further, the viewing geometry of both instruments is similar to that of ILAS. Thus, the conditions were more favourable for an intercomparison than those at Kiruna. This may be the reason for smaller differences than those seen for the validation measurements by the LMD frostpoint, FISH and MIPAS, despite the larger distance between the ILAS and correlative observations at Fairbanks.

At altitudes above about 30 km, the ILAS profile retrievals show artificial oscillations between two adjacent levels that are most likely caused by the onion peeling routine in V4.20 (see Figure 2.38, MkIV and FIRS-2 panels). Consequently, it is recommended that high altitude data from the current retrieval version not be used. Making some allowance for the variable conditions near the edge of the polar vortex, it can be concluded that the ILAS water vapour measurements in the 15-30 km altitude range fall within about 10% of the correlative measurements from a variety of techniques.

Figure 2.38 Percentage difference, (ILAS Version 4.20–validation measurement)/mean, for the five ILAS validation flights detailed in Table 2.1.
2.3.6 Upper stratosphere comparisons (WVMS and WASPAM)

An intensive period of stratospheric and mesospheric water vapour measurements occurred during the NASA ATLAS Spacelab shuttle missions in the early 1990’s. During the March-April flights in 1992 and 1993, middle atmospheric water vapour data are available from the HALOE and MLS satellite instruments aboard UARS, and from the MAS and ATMOS instruments aboard ATLAS on the shuttle. In addition, there are ground-based retrievals available from the Water Vapour Millimeter-wave Spectrometer (WVMS) instrument, which made measurements from Table Mountain, California (34.4ºN, 242.3ºE) during 1992 and from Lauder, New Zealand (45.0ºS, 169.7ºE) during 1993. During the ATLAS-2 mission in 1993, measurements coincident with the Lauder site are available from three of the satellite instruments, while HALOE measurements are available several days later. Figure 2.39 shows nearly coincident water vapour profiles from all five instruments. No correction has been applied for the different sensitivity and altitude resolution of the five instruments, and the WVMS retrievals are limited to altitudes above ~3 hPa. All of the measurements show an increase up to ~1 hPa, a relatively flat region from 1 to 0.1 hPa with a peak mixing ratio of between 6 and 7 ppmv, and a sharp drop above 0.1 hPa. At altitudes below 0.1 hPa, the measurements all agree to within 1 ppmv. The range is slightly larger above this altitude, but the differences in resolution and sensitivity are largest in the upper mesosphere both because of the large gradient with altitude and because of decreasing signal to noise. Similar figures for all three ATLAS missions, albeit with older retrieval versions, are given by Nedoluha et al. [1997].

![Figure 2.39](image)

Figure 2.39 A comparison of zonal average water vapour mixing ratios retrieved during the ATLAS-2 mission in 1993 from MAS (V20, April 9-11), ATMOS (V3, April 9-11), MLS (V0104, April 9-11), HALOE (V19, April 19-20), and WVMS1 (V99, April 9-15).

In Figure 2.40, a comparison is shown of average coincident WVMS and HALOE retrievals for each of the NDSC sites where WVMS measurements are available. The coincidence criteria for the HALOE retrievals are ±7 days, ±30º longitude, and ±5º latitude of the WVMS observation, which is generally obtained from a spectral integration covering ~1 week (see section 1.2 for more details).

In order to take into account differences in the resolution and sensitivity of the WVMS and HALOE instruments, we have convolved the HALOE data with the averaging kernels calculated for the WVMS instrument. The WVMS and HALOE instruments agree to within 1 ppmv at all altitudes, but there are biases apparent between the water vapour profiles retrieved by the ground-based and HALOE instruments. The difference between the WVMS and HALOE profiles generally peaks near 60 km, and then decreases in the upper mesosphere. The peak in
this difference coincides with the notch in the unconvolved HALOE profile near this altitude, as was noted in Nedoluha et al. [1999].

Additional profile comparison data are available from the WASPAM (Wasser dampf und Spurengasmessungen mit Mikrowellen) experiment, see Hartogh and Jarchow [1995], Jarchow [1998], and Seele and Hartogh [1999]. WASPAM and HALOE data have been compared for the periods from October 1994 until September 1995 (location; Max-Planck-Institute für Aeronomie, MPÄ, Germany, 51.66°N, 10.13°E) and from January until December 1998 (location; ALOMAR observatory, Andoya, Norway, 69.29°N, 16.03°E). The coincidence criteria for the HALOE retrievals are ±10° longitude and ±5° latitude of the WASPAM observation. The WASPAM spectra have been integrated for 24 hours before retrieval; therefore, the time coincidence criterion is 1 day. In Figure 2.41 both the original HALOE data and the HALOE data convolved with the averaging kernels of WASPAM have been plotted. While the convolved 69°N data agree within 1 ppmv for all altitudes, the differences at 51°N show a distinct peak of about 1.5 ppmv at 60 km, qualitatively consistent with the peak shown in the Table Mountain middle latitude comparison shown in Figure 2.40.

Figure 2.40 A comparison of average coincident water vapour retrievals from the WVMS instruments and HALOE. Column 1: Average of WVMS retrievals (solid), average of HALOE retrievals (dotted), average of convolved HALOE retrievals (dotted with crosses). Column 2: Difference of WVMS and HALOE retrievals (solid), and after convolution of the HALOE retrievals (dotted). Column 3: Standard deviation (1σ) of the WVMS–HALOE difference (solid), and after convolution of the HALOE retrievals (dotted).
2. Data quality

Figure 2.41  Comparison of average coincident water vapour retrievals from the WASPAM and HALOE instruments. Column 1: Average of WASPAM retrievals (solid), average of HALOE retrievals (dotted) and of convolved HALOE retrievals (dashed). Column 2: Difference of WASPAM and HALOE retrievals (solid) and after convolution of the HALOE retrievals (dashed). Column 3: Same as column 2 but difference in percent.

2.3.7 Comparisons with TOVS/HIRS

Radiosondes

The characteristics of radiosonde upper tropospheric water vapour observations are discussed in Chapter 1. The most comprehensive comparison between the upper tropospheric humidity (UTH) defined in Chapter 1 from the HIRS instrument on TOVS and radiosonde UTH was performed by Soden and Lanzante [1996]. They used the same HIRS clear column radiance data as described here but did not perform satellite-to-satellite intercalibration. For the period 1979-1991, they found the systematic differences in UTH between the HIRS and radiosondes showed a distinct geopolitical dependence that is a result of the different types of water vapour sensors used in different countries. For seasonal averages, they found RMS differences between satellite and radiosonde UTH of 10-12%, but this was reduced to about 6% when the radiosonde systematic bias was removed. A clear sky sampling bias exists in the HIRS UTH due to the requirement of clear or partly cloudy conditions. This clear sky sampling bias was estimated to be 4%. The radiosondes, however, have a spatial sampling bias because the radiosondes are concentrated over the Northern Hemisphere middle latitudes. Soden and Lanzante [1996] found that regionally, such as over the data sparse tropics, the radiosonde sampling bias could introduce systematic errors of 10-20%.

For individual matches with radiosondes and for layer-averaged specific humidity, the scatter between radiosondes and HIRS becomes much larger. For the layer 500-300 hPa, Scott et al. [1999] reported standard deviations ($1\sigma$) of 35%, 46%, and 52% and biases of -1%, 15%, and 13% for HIRS-radiosonde matches in the tropics, middle latitudes, and polar regions. They found that the standard deviations between HIRS and radiosondes increased substantially with height, from about 22% in the layer 1000-850 hPa to 39% in the layer 500-300 hPa for all situations, reflecting the inaccuracy of the radiosonde observations at higher altitudes.
Operational numerical weather prediction centres, the National Centers for Environmental Prediction (NCEP) in the U.S, and the European Centre for Medium Range Weather Forecasting (ECMWF), have been directly assimilating HIRS radiance data for several years. Both centres report improved forecast skill using radiance data. In particular, ECMWF reports [McNally and Vesperini, 1996] that the HIRS upper tropospheric water vapour channel provides substantial positive impact to both water vapour and other aspects of the hydrological cycle prediction. Comparisons of HIRS UTH with these models are not presented since these models use the HIRS channel 12 radiance data and because the HIRS radiances are bias-adjusted at the numerical weather predictions centres to account for systematic differences between the models and the observations.

Improved radiosonde humidity detectors are being used and additional improvements are under development. These improvements are starting to have a positive impact on matches between satellite observations and radiosonde observations. Figure 2.42 shows a scatter plot of matches between the Vaisala RS80-H UTH and HIRS UTH for a research cruise in the eastern tropical Pacific Ocean for two months in 1997. Matches within 50 km and 3 hours show an RMS error of about 13% with a bias of 1.5%. Although the correlation is low (0.37), this error represents an improvement in the numbers quoted above for comparisons with archived radiosonde data sets. The relatively low correlation between the improved radiosonde moisture sensor UTH and HIRS UTH is partially a result of the limited range of humidity values that were compared, and highlights the difficulty in matching point measurements with the satellite data.

![Figure 2.42](scatter_plot.png)

Figure 2.42 Scatter plot of UTH from the Vaisala RS80-H (H-Humicap sensor) radiosondes measured on a research cruise in the tropical Pacific and the HIRS UTH from the NOAA 12 satellite. Matches are taken to be within 50 km and 3 hours. The dashed line is a one-to-one line and not a fit to the data.

**MOZAIC**

A number of methods for comparing the HIRS and MOZAIC data were examined. These range from comparing individual MOZAIC flights with coincident HIRS individual swath data to comparing monthly mean, spatially averaged products. In all cases, the results are similar; the flight level MOZAIC data results in a much more heterogeneous sampling of the water vapour distribution than the volume-averaged data from HIRS. This is illustrated in Figure 2.43, which shows a comparison of the MOZAIC data and HIRS data. The data have been averaged into monthly mean, 2º latitude-longitude bins, and the HIRS data have only been sampled along the MOZAIC flight tracks. Shown are the monthly mean MOZAIC data, the HIRS satellite data, the absolute difference between the two, and a scatter plot of the two data sets. In the monthly mean images, the HIRS data have much smoother gradients than the MOZAIC data. The flight tracks,
particularly across the equator to South America, Africa, and Southeast Asia, do have qualitatively similar gradients. The MOZAIC data, however, have much greater variability. These results are typical of all months analysed. For the months of June and July 1997, the correlations from the linear regression are 0.37 and 0.53 and the RMS differences are on the order of 20% of RH.

Figure 2.43  Comparison of the MOZAIC data and HIRS data that have been averaged into monthly mean, 2-degree latitude-longitude bins with the HIRS data only been sampled along the MOZAIC flight tracks. Shown are the monthly mean MOZAIC data, the HIRS satellite data, the absolute difference between the two, and a scatter plot of the two data sets.
2.3.8 MLS tropospheric comparisons

The MLS upper tropospheric humidity is compared with \textit{in situ} measurements by frostpoint hygrometers, Vaisala radiosondes, and MOZAIC. The basis for assessing the quality of the MLS measurements is "coincident" comparisons. The \textit{in situ} instrument suite considered here has incomplete global coverage and direct comparisons when both instruments sampled almost the same air provide the best results. Climatological or other average comparisons yielded larger differences, indicating differences in spatial and temporal sampling between these instruments are a dominant component of the measurement discrepancies noted between the instruments.

The MLS, a remote sensor, reports water vapour measurements that are an average over a volume $100 \times 100 \times 3$ km$^3$ (surface by height). The MLS forward model includes vertical but not horizontal gradients, hence there will be additional errors. The MLS measurement is not necessarily a simple volume average. The other techniques used here for validation measure water vapour \textit{in situ} and give a one-dimensional string of data (vertically in the case of frostpoint and radiosondes and horizontally for MOZAIC). Nevertheless, with a sufficient number of coincidences it should be possible to determine the measurement biases between MLS and the other techniques.

Coincidences between MLS and the other techniques are found and their measurements are compared in a scatter plot. A simple linear fit with a correlation factor is computed for the fit. The correlation is a measure of how well the two measurement systems track each other. Random measurement noise tends to reduce the number toward zero, as will spatial and temporal atmospheric variability. Using the theoretical precision estimates for MLS (the random noise component), one would expect to get roughly 0.9, 0.9, 0.9, 0.6 correlation for 147, 215, 316, and 464 hPa levels. The MLS data can be used to estimate its de-correlation over distance, but this will include random noise as well. The MLS makes measurements approximately every 450 km. The correlation of the data with itself 4º later is 0.85, 0.62, 0.47, and 0.43 for 147, 215, 316 and 464 hPa respectively. Time coincidence is harder to measure for MLS because orbit repeats take five days. Twenty-four hours later, the orbit is shifted 5º in longitude and zero in latitude. At the four levels and 1 day later, the correlations are 0.67 at 147 hPa, 0.58 at 215 hPa, 0.44 at 316 hPa, and 0.38 at 464 hPa. These values, including a 5º spatial (longitude) difference, are only slightly worse than spatial de-correlation.

NOAA-CMDL balloon frostpoint hygrometer comparisons

The NOAA-CMDL frostpoint hygrometer measures the frostpoint temperature and is considered accurate to 10% (section 1.1.1). The data are available at 250 m intervals and are converted to relative humidity over ice for the comparisons. Data from Boulder, Colorado (40ºN, 105ºW), Hilo, Hawaii (19ºN, 155ºW), Lauder, New Zealand (45ºS, 169ºE), McMurdo, Antarctica (77ºS, 166ºE) and the Central Equatorial Pacific Experiment (CEPEX) were available for this assessment. There are limited NOAA-CMDL frostpoint hygrometer data available, and for the purposes of comparison, coincidence criteria of 5.0º, 3.0º, and 6.0 hours for longitude, latitude, and time are used. This produces 16 unique hygrometer profiles for comparison.

Figure 2.44 shows a summary scatter plot between MLS and the NOAA-CMDL hygrometer with a best-fit line through the points. The data at 316 and 464 hPa levels were screened for bad retrieved values. There are more than 16 points per level because sometimes MLS had two or more measurements coincident with the frostpoint measurement. The higher resolution frostpoint data was averaged vertically with an MLS averaging kernel function to give a better estimate of what MLS should measure. The linear correlation coefficients for each level are consistent with that expected for this degree of coincidence at all levels.
Operational radiosondes

The global radiosonde network provides a rich supply of coincidence opportunities. The data are archived into files binned by Universal Time (UT) in six-hour increments (00, 06, 12, and 18 UT) for each day. Data for the entire UARS mission are available from the UARS Central Data and Handling Facility. Reporting stations are required to provide data (when available) on pre-defined mandatory levels (1000, 850, 700, 500, 400, 300, 250, 200, 150–hPa, and several levels above). The data on these levels are used in this analysis. Data on intermediate significant levels are also supplied, but for data processing simplicity, the intermediate data are not used. Relative humidity is archived as dew point depression. The dewpoint data are converted to water vapour pressure using the Wexler expression [Elliott and Gaffen, 1991]. Water vapour pressure is converted to ice relative humidity (RH_i) or mixing ratio based on the Goff-Gratch expression for ice saturation vapour pressure [List, 1949] using the radiosonde temperature measurement.

Several radiosonde types are used around the world. Based on the characteristics of the humidity sensors as discussed in Chapter 1, for MLS validation purposes only the Vaisala radiosonde is used. The Vaisala Humicap detector comes in three versions, RS-80 A, H, and RS-90. The A-sensor has been in use the longest, but at temperatures colder than about -30°C has a significant dry bias [Miloshevich et al., 2000; also see section 2.2.3]. The RS80-H and RS-
90 significantly correct this problem. The archived sonde files do not indicate which of these types are used; however, widespread use of the H and RS-90 types only started to be implemented in 1993 and 2000 respectively. For the 1991-1994 period considered here, only the A-sensor was in widespread use.

MLS made over 1300 measurements per day nearly daily from 1991 through 1994. Temporal coverage is intermittent thereafter. A coincidence is defined as 1° by 1° in latitude and longitude (or ~110 km²) and 3 hours UT. Tighter coincidence criteria than these are not appropriate given the horizontal smearing present in the MLS data. This provides more than 3000 coincidences for comparisons. A four-panel scatter plot of the radiosonde versus MLS coincident measurements with best-fit lines using two different fitting procedures is shown in Figure 2.45. The thinner solid line shows the fit for a linear regression that assumes that the error is in the dependent variable (in this case MLS). The thicker solid line shows the fit using orthogonal distance regression, assuming that there is error in both variables. A retrieval screen for the MLS data at 316 and 464 hPa levels used to remove suspicious data. The correlation coefficients are in the neighbourhood of 0.5-0.7. Despite the relatively good coincidence, the correlation values are smaller than expected, indicating other factors are probably more important than coincidence issues. The results of the linear regression and orthogonal distance regression are quite different, and it is difficult to come to any conclusion about the relationship between radiosonde and MLS humidity from this analysis. The low correlations are a factor making the data sensitive to the type of regression used.

![Figure 2.45 Scatter plot summary of all the MLS and Vaisala Humicap coincidences. The correlation coefficient and line fit parameters are annotated on the plot. The thin solid line is for the linear regression fit, the thick line for the orthogonal distance regression fit. The dashed dot line is a weighted smoothed average of the MLS values in 5 %RH bins using the Vaisala measurements, indicating the linear regression fit is reasonable for these data.](image-url)
MOZAIC

The European programme MOZAIC began in 1993. MOZAIC consists of automatic measuring equipment installed on five Airbus A340 aircraft in normal airline service (see section 1.1.5). Data was made available from August 1994 to May 1998. The same coincidence criteria were used as that for comparing radiosondes: 1° longitude, 1° latitude, and 3 hours. Normally, several MOZAIC flight track measurements fall within a single MLS coincidence. Potential vorticity between -2.0 and 2.0 from the European Centre for Medium-Range Weather Forecasts (ECMWF) analyses that is supplied with the data, and level flight path were used to screen the coincident MOZAIC data. The coincident flight path data (temperature, pressure, and relative humidity) were averaged to yield a single value for comparing with the MLS measurement. The units were converted to ice relative humidity using the World Meteorological Organisation (WMO) relative humidity function supplied with the data and the MOZAIC temperature measurement. The MLS water vapour value was obtained from linearly interpolating its profile to the average MOZAIC pressure. The MLS 316 hPa upper tropospheric humidity was not quality screened because it has a very minor impact and reduces the number of coincidences. This produced 461 coincidences that are shown as a scatter plot in Figure 2.46. For clarity, bars indicating MLS error (typically 10-30%) and MOZAIC along track variability (typically 20-30%) are omitted.

Figure 2.46 Scatter plot of coincident MOZAIC and MLS relative humidity measurements. The correlation coefficient and line fit parameters are annotated on the plot. The thin solid line is for the linear regression fit, the thick line for the orthogonal distance regression fit. The dashed dot line is a weighted smoothed average of the MLS values in 5% RHi bins using the MOZAIC measurements, indicating the linear regression fit is reasonable for these data.
The scatter between MLS and MOZAIC is considerable and comparable to the scatter seen when comparing radiosonde and frostpoint data to MLS. An important issue of course is that MOZAIC is a point vertical measurement whereas MLS has considerable vertical averaging. Also to be noted is that 77 out of 461 MOZAIC humidities are greater than 100%. As with the radiosonde data two fitting methods were applied to the data as shown in Figure 2.46. The fits were done to the 384 points where relative humidity is less than 100% is shown and gave a correlation of ~0.6. Again, the two different fitting methods give quite different results in the slope and intercept. The linear regression suggests that the MLS is drier than MOZAIC, but this is not clearly shown with the orthogonal distance regression fit. The typical MOZAIC measured atmospheric variability within the MLS footprint is consistent with the computed correlation factor. Including MOZAIC data greater than 100% RH, worsened the correlation significantly. For unknown reasons there is very poor correlation between MLS and MOZAIC RH, when the latter measures supersaturation.

The comparisons between MLS and the in-situ measurements do not provide strong constraints on the MLS data since they seem to be highly dependent on the fitting method that is used. Further work to understand these differences is needed.
2.4 Comparisons between satellite systems

2.4.1 ATMOS Comparisons

**MAS**

Figure 2.47 shows comparisons between ATMOS and MAS profiles from the ATLAS-3 mission. To account for atmospheric dynamical variability, the data (left panels) were sorted based on the scaled potential vorticity (sPV) derived from United Kingdom Meteorological Office (UKMO)-analysed winds (right panels) [Manney et al., 1994]. Figures 2.47a and 2.47e show unweighted mean values of 10 middle latitude profiles for each instrument. Each ATMOS profile used in the average was paired with a MAS profile with comparable sPV. The data in Figures 2.47b and 2.47f are individual profiles obtained inside the developing vortex (proto-vortex). The data in Figures 2.47c and 2.48g are individual profiles more characteristic of middle latitude (extra-vortex/extra-tropical) air, and the data in Figures 2.47d and 2.47h are associated with tropical air. The comparisons of the individual profiles presented in Figures 2.47b-d suggest that the ATMOS data have a wet bias in the mesosphere relative to MAS, but the averaged profiles in Figure 2.47a indicate that this difference is not statistically significant. Figure 2.48a presents percent differences for the individual profiles shown in Figures 2.47b-d, and Figure 2.48b shows the average percent and RMS differences for the paired profiles used to produce Figure 2.47a. Figure 2.48 shows differences between ATMOS and MAS are generally within 5% in the middle and upper stratosphere. The variability is large, however, and differences between individual profiles are shown to be as high as 30% in the lower stratosphere and mesosphere, where ATMOS measurements tend to be larger.

**HALOE**

During the ATLAS-3 mission, ATMOS and HALOE were making observations in the same latitude region of the Northern Hemisphere. Figure 2.49a shows unweighted mean values of 10 middle latitude profiles for each instrument. Each ATMOS profile used in the average was paired with a HALOE profile with comparable sPV. Figures 2.49b-d show comparisons of individual ATMOS/ATLAS-3 sunset occultations with near coincident HALOE Version 19 sunset and sunrise occultations. Figures 2.49e-h show the sPV profiles corresponding to the ATMOS and HALOE profiles presented in Figures 2.49a-d. The ATMOS profiles are the same as those plotted in Figure 2.47 for comparison with MAS observations and represent observations from inside the proto-vortex (Figures 2.49b and 2.49f), at middle latitudes (Figures 2.49c and 2.49g), and in the tropics (Figures 2.49d and 2.49h). Shapes of the profiles in Figures 2.49a-d are very similar, even in the upper mesosphere. In particular, there is a match in the vertical registration of these profiles.

The percent differences between the individual ATMOS and HALOE observations shown in Figures 2.49b-d are presented in Figure 2.50a. Figure 2.50b shows the percent and RMS differences for the 10 paired profiles averaged for Figure 2.49a. Both panels show that the differences between these instruments are generally less than 10%, and are of order 5% (ATMOS larger) between 100 and 1 hPa; the RMS differences are slightly larger. Greater differences (as much as 30%) are observed in the mesosphere and lower stratosphere. Given the large random error, however, the systematic differences are not statistically significant. These differences are smaller than in a previous comparison of ATMOS Version 2 data with HALOE Version 17 observations, which showed that the ATMOS values were systematically larger than those from HALOE in the middle stratosphere by 10-15% [Harries et al., 1996].
2. Data quality

Figure 2.47. Comparison of ATMOS Version 3 with MAS observations of H$_2$O. The volume mixing ratio of H$_2$O is plotted as a function of pressure. The left panels (a-d) show ATMOS Version 3 (solid lines) and MAS (dotted lines) observations. The right panels (e-h) show the scaled potential vorticity corresponding to the measurements.

Figure 2.48. Percent differences between ATMOS Version 3 and MAS observations of H$_2$O. (a) The percent differences for the observations compared in Figure 2.47 are shown as a function of pressure. (b) The (unweighted) average percent differences for the 10 profile pairs averaged for Figure 2.47a (solid line) are shown with the calculated RMS difference (dotted line).
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Figure 2.49  Comparison of ATMOS Version 3 with HALOE observations of H$_2$O. The volume mixing ratio of H$_2$O is plotted as a function of pressure. The left panels show ATMOS Version 3 (solid lines) and HALOE Version 19 (dotted lines) retrievals. The right panels show the scaled potential vorticity corresponding to the measurements.

Figure 2.50  Percent differences between ATMOS Version 3 and HALOE Version 19 retrievals of H$_2$O. (a) The percent differences for the observations compared in Figure 2.49 are shown as a function of pressure. (b) The (unweighted) average percent differences for the 10 profile pairs averaged for Figure 2.49a (solid line) are shown with the calculated RMS difference (dotted line).
The left panels of Figure 2.51 show a comparison of ATMOS Version 3 data with MLS prototype Version 0104 observations [Pumphrey, 1999]. The ATMOS data shown represent mean values from sunset occultations at southern middle latitudes and were made during ATLAS-1 (25 March–2 April 1992) and ATLAS-2 (8–16 April 1993). The MLS data were similarly averaged and collected during the same time period and in the same latitude range. The data were sorted, as above, based on scaled potential vorticity, mean values of which are displayed in the right panels of Figure 2.51. The error bars represent one standard deviation of the mean. The data in the bottom set of panels is from 1993, and the other 2 sets of panels show data from 1992, inside and outside the developing vortex. In all 3 cases, the ATMOS data exceed the MLS measurements. The difference is consistently ~0.6 ppmv in the middle and upper stratosphere, but decreases in the mesosphere, as shown by Figure 2.52a. This offset is consistent with a recent comparison of MLS Version 0104 with ATMOS Version 2 water vapour observations [Pumphrey, 1999] and corresponds to a percent difference of ≤15% throughout most of the stratosphere, as demonstrated in Figure 2.52b. Below 15 hPa for the 1993 middle latitude case, only a single profile was available from ATMOS; hence, the large fluctuation in the differences between the data sets at ~20 hPa for this case should be viewed with caution. The large variability in the lower stratosphere and mesosphere, on the other hand, is apparent in all 3 cases.
2.4.2 MLS with HALOE

In this section, we show a comparison between MLS and HALOE. The comparison was done by taking every HALOE profile, finding the closest MLS profile, and taking the difference. These differences were then averaged, both for all latitudes and in 10º latitude bins. The comparison was carried out for the period between 12 October 1991 and 15 April 1993 covering the entire period for which both instruments were taking water vapour data. The global mean difference, indicating the bias between the two instruments, is shown in Figure 2.53 (right panel) as a solid line. Throughout the stratosphere and mesosphere this bias is small (0.1-0.3 ppmv) and negative (MLS drier than HALOE). In the upper mesosphere, MLS has a large dry bias compared to HALOE.

The systematic bias between the two instruments is not entirely independent of latitude. Figure 2.54 shows a contour plot of the difference as a function of latitude and height. In the mid-stratosphere and above, the bias depends only on altitude, but in the lower stratosphere, a strong latitude dependence is evident. In middle latitudes, MLS is 0.3-0.5 ppmv drier than HALOE, while over the equator, MLS is up to 0.3 ppmv wetter than HALOE.

Inspection of the differences as a function of time (not shown) suggests that the positive bias found in the equatorial lower stratosphere was largest at the beginning of the period, and had vanished or become slightly negative by the beginning of 1993. It is likely that it is caused by the effect of Mount Pinatubo aerosol on the HALOE data retrieval. In the absence of an unusual aerosol loading, the MLS-HALOE bias in the lower stratosphere would probably be about 0.4 ppmv, independent of latitude.
Figure 2.53  Panel (a): mean MLS (V0104) profile (solid lines) and mean HALOE (V19) profile (dashed lines) for the period 12 October 1991 to 15 April 1993. Thick lines are the profiles, thin lines indicate the mean single-profile uncertainty supplied with each data set. Panel (b): difference between MLS (V0104) and HALOE (V19) data. The solid line is the mean difference. The dotted line is the root-mean-square difference. This is generally much larger than the absolute value of the mean difference (shown dashed) indicating that random errors are a large part of the difference between the two instruments. In the stratosphere the RMS difference is similar to, or smaller than, the combined quoted uncertainties of the two instruments (shown as a dot-dash line) indicating that the quoted uncertainties are consistent with the differences between the instruments. In the mesosphere the quoted errors for the HALOE data are much larger than the MLS-HALOE difference.

Figure 2.54  Contour plot of the mean difference between MLS and HALOE. Positive values (solid contour lines) imply that MLS is “wetter” than HALOE, negative values (dashed contour lines) imply that HALOE is “wetter” than MLS.
2.4.3 POAM III with HALOE

The POAM III satellite instrument was launched in March 1998 and is currently operational. During this time period the only other satellite-based stratospheric water vapour measurements available for comparisons are those obtained from HALOE. In this section, we compare POAM III Version 2 and HALOE Version 19 water vapour retrievals for 1998 and 1999. Lucke et al. [1999] shows the POAM III and HALOE measurement coverage in both hemispheres, indicating that POAM III-HALOE measurement coincidences occur in the spring and summer in each hemisphere. The times, location, and number of pairs of coincident profiles obtained since the launch of POAM III using coincidence criteria of 5° latitude, 12° longitude, and 12 hours are given in Table 2.2. As example comparisons, Figure 2.55 shows the results for the 11-12 June 1998 Northern Hemisphere orbit coincidence period. The left panel compares the average POAM III and HALOE water vapour mixing ratio profiles for the coincidence period. The middle panel gives the mean difference of the individual coincident pairs \(1/N \sum (POAM - HALOE)/[(POAM + HALOE)/2]\) expressed in percent. The right panel shows the standard deviation (1\(\sigma\)) of the mean difference, which is a measure of the combined random error of both instruments and atmospheric variability. The error bars on the centre plot are given by \(\sigma/(N-1)^{1/2}\), where \(N\) is the number of coincident pairs.

**Table 2.2. POAM III – HALOE Coincidence Periods**

<table>
<thead>
<tr>
<th>Northern Hemisphere</th>
<th>Number of Coincidences</th>
<th>Southern Hemisphere</th>
<th>Number of Coincidences</th>
<th>Avg. Lat.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Period</td>
<td></td>
<td>POAM</td>
<td>HALOE</td>
<td></td>
</tr>
<tr>
<td>8-10 May 1998</td>
<td>29</td>
<td>59.7ºN 62.7ºN</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11-12 Jun 1998</td>
<td>27</td>
<td>55.3ºN 58.4ºN</td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-20 Jul 1998</td>
<td>14</td>
<td>55.7ºN 59.7ºN</td>
<td></td>
<td></td>
</tr>
<tr>
<td>19-21 Aug 1998</td>
<td>24</td>
<td>61.7ºN 64.8ºN</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8-14 Nov 1998</td>
<td>82</td>
<td>70.8ºS 70.4ºS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1-8 Dec 1998</td>
<td>116</td>
<td>65.2ºS 65.5ºS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15-24 Jan 1999</td>
<td>103</td>
<td>64.6ºS 65.7ºS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9-15 Feb 1999</td>
<td>72</td>
<td>71.1ºS 72.3ºS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>16-24 Mar 1999</td>
<td>123</td>
<td>67.0ºN 64.3ºN</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4-6 May 1999</td>
<td>28</td>
<td>60.6ºN 63.6ºN</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 Jun 1999</td>
<td>7</td>
<td>55.9ºN 60.3ºN</td>
<td></td>
<td></td>
</tr>
<tr>
<td>14 Jul 1999</td>
<td>5</td>
<td>55.1ºN 58.7ºN</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15-17 Aug 1999</td>
<td>16</td>
<td>60.6ºN 62.5ºN</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
2. Data quality

Figure 2.55 (left panel) Mean POAM III and HALOE water vapour mixing ratio profiles for the indicated coincidence period. (middle panel) Mean of the POAM III–HALOE individual profile differences expressed in percentage relative to the POAM III/HALOE average. Error bars are the ±1σ standard errors of the mean (see text). (right panel) Standard deviation (1σ) of the mean differences is shown in the middle panel.

The overall mean differences for both hemispheres are given in Figure 2.56. The comparisons show that at nearly all altitudes above 15 km, POAM III and HALOE are within 10% of each other. The divergence below 15 km appears to be the result of instrument differences in resolving the hygropause. There is also evidence of a hemispheric bias, with POAM III mixing ratios tending to be biased low with respect to HALOE in the Northern Hemisphere, and high in the Southern Hemisphere. This could be indicative of a sunrise/sunset bias in the POAM III water vapour retrievals (all POAM III Northern Hemisphere measurements are obtained during satellite sunrise and all Southern Hemisphere measurements during sunset). However, as shown in Table 2.2, the HALOE measurements are systematically poleward of the POAM III measurements in the Northern Hemisphere comparisons. This occurs because of systematic gaps in the HALOE measurement coverage, near 50° latitude, which have occurred since April 1997 as a consequence of power sharing issues on board UARS. Climatologically, water vapour tends to increase with latitude in the Northern Hemisphere stratosphere [Randel et al., 1998]. This latitudinal gradient will act to mitigate the apparent hemispheric bias in Figure 2.56. As a rough estimate of the magnitude of the effect, the UARS climatology developed by Randel et al. [1998] indicates that the water vapour latitudinal gradient may explain roughly half of the apparent hemispheric bias.

Finally, we note that the POAM III–HALOE differences exhibited in this report are considerably smaller than those shown in the HALOE Version 18 and POAM III Version 1.4 comparisons given in Lucke et al. [1999], which showed a 10-30% POAM high bias. This is the result of the fact that a recent analysis by Giver et al. [2000] indicates that there is a 14.4% error in the line strengths of the water vapour absorption lines in the 900 nm region in the HITRAN
database used in the POAM III retrieval algorithm. The inclusion of this correction in the POAM III version 2 retrievals shown here reduces water vapour mixing ratio by ~14.4% in the upper stratosphere, and by ~20–25% in the lower stratosphere.

Figure 2.56 The overall mean POAM III–HALOE differences for all coincidences obtained each year (the coincidences included in these comparisons are given in Table 2.3) in the Northern Hemisphere (left panel) and Southern Hemisphere (right panel).

Table 2.3. ILAS-HALOE coincidence within 300 km in distance and 12 hours in time.

<table>
<thead>
<tr>
<th>Period</th>
<th>Number of Coincidences</th>
<th>Average Latitude &amp; Sunrise/Sunset¹</th>
<th>Hemisphere²</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>ILAS</td>
<td>HALOE</td>
</tr>
<tr>
<td>19-24 November 1996</td>
<td>41</td>
<td>-68.7</td>
<td>-68.9</td>
</tr>
<tr>
<td>10-16 December 1996</td>
<td>38</td>
<td>-64.9</td>
<td>-65.6</td>
</tr>
<tr>
<td>28-31 January 1997</td>
<td>22</td>
<td>-68.6</td>
<td>-69.6</td>
</tr>
<tr>
<td>18-20 February 1997</td>
<td>21</td>
<td>-75.6</td>
<td>-74.8</td>
</tr>
<tr>
<td>25 March–1 April 1997</td>
<td>54</td>
<td>68.5</td>
<td>68.1</td>
</tr>
<tr>
<td>13-14 May 1997</td>
<td>12</td>
<td>61.2</td>
<td>61.1</td>
</tr>
<tr>
<td>16-18 June 1997</td>
<td>13</td>
<td>57.0</td>
<td>57.2</td>
</tr>
</tbody>
</table>

Total number of coincidences: 201 (SH 122; NH: 79)

¹ SR: Sunrise from satellite; SS: Sunset from satellite
² SH: Southern Hemisphere; NH: Northern Hemisphere
2.4.4 ILAS with HALOE

In this section, ILAS Version 4.20 and HALOE Version 19 water vapour retrievals for the entire ILAS period between November 1996 and June 1997 are compared. Coincidence latitudes are restricted by the ILAS high latitude coverage ranging from 57 to 73 degrees in the Northern Hemisphere and from 64 to 88 degrees in the Southern Hemisphere, depending on the season (see section 1.4.9). The times, locations, and number of pairs of coincident profiles using a coincidence criterion of 300 km in distance and 12 hours in time are given in Table 2.3.

Figure 2.57  Mean, minimum, and maximum of (ILAS–HALOE)/HALOE expressed in percentage for (a) left panel: 122 coincidences in the Southern Hemisphere, right panel: 79 coincidences in the Northern Hemisphere. “RSS meas. err.” shows average of root sum square of ILAS and HALOE measurement errors. (b) left panel: Mean, minimum, and maximum of ILAS and HALOE water vapour mixing ratio profiles for 41 comparisons of Southern Hemisphere measurements from 19–24 Nov. 1996, right panel: for 54 comparisons of Northern Hemisphere measurements from 25 Mar.–1 Apr. 1997.
Coincidences occur in the Southern Hemisphere during November 1996 - February 1997, and in the Northern Hemisphere during March - June 1997. All ILAS Northern Hemisphere measurements are obtained during satellite sunrise (SR), and all Southern Hemisphere measurements during sunset (SS). Figure 2.57a shows the results of all the ILAS-HALOE comparisons. Between 13 and 35 km, ILAS and HALOE are within 10% of each other. Above 35-km altitude, the range of the comparisons is large because the ILAS retrievals exhibit vertical oscillations that are larger than anticipated (see section 1.4.9). The larger range below 12 km is likely due to instrument differences in resolving the hygropause or other unknown factors. ILAS measurements are biased high relative to HALOE above 16 km in the Northern Hemisphere. For the Southern Hemisphere comparisons, ILAS measurements are biased high relative to HALOE at all levels except between 17 and 25 km.

Comparisons for the periods in each hemisphere with the maximum number of coincidences noted in Table 2.3 are shown in Figure 2.57b (19−24 November 1996, Southern Hemisphere; 25 March−1 April, Northern Hemisphere). The mean profiles of both ILAS and HALOE in Figure 2.57b show similar vertical structure, with minimum at ~15 km, maximum at ~22 km, and a secondary minimum at ~27 km. This is also seen in both instruments during the period of 10–16 December 1996 (not shown). The vertical structure for both instruments also agrees well during the Northern Hemisphere period shown in Figure 2.57b, with water vapour mixing ratio increasing with altitude up to about 25 km and then nearly constant above that level. Average differences throughout the bulk of the stratosphere are 10% or less.

2.4.5 TOVS/HIRS upper tropospheric comparisons

MLS

At low latitudes, the sampling of upper tropospheric humidity with respect to ice (UTHi) by MLS and TOVS produces similar results on monthly mean grid boxes of 2.5º latitude by 2.5º longitude. Figure 2.58 shows a scatter diagram of these results for 4 months in 1991/1992. The figure also includes the mean and standard deviation estimate for averaging within 5% UTHi bins. The comparison was performed for the MLS layer at 316 hPa, corresponding to the peak of the HIRS channel 12 weighting function for moderate UTHi values. The correlations are 0.64 in October 1991, 0.51 in January 1992, 0.50 in April 1992, and 0.74 in July 1992. The overall range of HIRS UTHi is less in January and April, which partially explains the smaller correlations in these months. The standard deviations, however, remain very close to 18% for all months. The MLS only samples each grid box a few times per month while the HIRS samples each box 50-100 times. Thus, most of the scatter can be attributed to sampling as opposed to error between the observations. Averaging into 5% UTHi bins allows for the evaluation of the relative bias between MLS and TOVS as a function of the base UTHi. At low and high values of UTHi, the MLS shows a slightly low bias relative to TOVS, while in the middle range there is virtually no bias. The bias at the high and low ends is likely due to sampling, as there are only a very few coincident observations. HIRS and MLS therefore appear to produce highly comparable observations on monthly averaged time scales. At higher time and space scales, the comparisons show larger standard deviations and biases. This is both a reflection of sampling bias and differences in viewing geometry.
SAGE II

Since SAGE II uses solar occultation to retrieve water vapour, it is very sensitive to any cloud or high aerosol amount in its limb path. Monthly mean plots of SAGE II data on a 2.5° by 2.5° bin show that SAGE II does not retrieve water vapour in the centres of the seasonal monsoons or the Inter-tropical Convergence Zone. Simple zonal averaging of the SAGE II data is therefore not appropriate in the tropics.

SAGE II retrieves the water vapour mixing ratio at given pressure levels, therefore, integrated upper tropospheric water vapour between SAGE II levels ranging from 200 to 500 hPa was computed in order to perform comparisons between SAGE II and TOVS. These data were then binned on a 2.5° latitude by 2.5° longitude grid. Since the SAGE II is in units of integrated water vapour, these data must be compared with TOVS retrievals of integrated water vapour from the 31 method (described in Chapter 1). Figure 2.59 shows scatter plots between SAGE II and TOVS 3I at grid boxes common to both data sets for four months in 1988. The correlations vary by a large amount ranging from a low of 0.33 in January 1988, to a high of 0.64 in July 1988. The correlations were 0.49 in April 1988 and 0.52 in October 1988. The RMS deviations are moderate, ranging from 0.43 mm in January to 0.56 in July. In all months, the dynamic range of the SAGE II data is larger than that of TOVS 3I. This likely indicates a basic sampling mismatch between the two observational data sets. SAGE II sampling is apparently insufficient to properly characterise the variability of upper tropospheric water vapour captured by the TOVS sampling.
Figure 2.59 Scatter plots between SAGE II and TOVS 3I only at grid boxes common to both data sets for four months in 1988. SAGE II data are integrated between 200 and 500 hPa. Grid boxes used are 2.5° latitude by 2.5° longitude. TOVS 3I data processing is described in Chapter 1.
2.5 Comparisons of derived quantities

2.5.1 SAGE II and HALOE annual averages

Most of the comparisons shown in this chapter have considered measurement pairs nearly coincident in space and time. However, climatological comparisons are another means of assessing data quality and consistency between different data sets. Although the time period for which SAGE II water vapour data are available does not overlap with that for which HALOE is available, it is possible to compare annual averages. For one such comparison, SAGE II data were averaged from 1987 through 1990, and HALOE data were averaged from 1993 through 1999. The first year of each data set was left out of the averages to avoid periods with the heaviest aerosol. Heavy aerosol loading can negatively impact both retrievals. However, doing the same comparison including 1986 and 1992 in the SAGE II and HALOE averages respectively makes little difference. In constructing the SAGE II averages, the aerosol extinction filtering criteria given in Rind et al. [1993], where data is considered good if the 1.02 µm extinction is less than $5 \times 10^{-4}$ km, was also used. Comparisons were done for both sunrise and sunset occultations. Differences were computed between 50°N and 50°S, where coverage for both instruments is most complete. The average percent difference, shown in Figure 2.60, is found to be a function of altitude, with SAGE II sunset measurements up to 15% smaller than HALOE below 25 km, and SAGE II sunset measurements larger than HALOE by up to 7% above 28 km. There is also a difference between SAGE II sunrise and sunset annual means, giving a profile of average of ~5%, with sunrise occultation measurements larger. There is vertical structure to this difference too, with maximum values near 20 km.

![Figure 2.60](image-url)  
Percent differences between SAGE II and HALOE annual averages. The profile shown is the average difference between 50°N and 50°S. Differences presented are (SAGE II–HALOE)/average for the SAGE II sunset data (solid line), sunrise data (dotted line) and also for the SAGE II sunrise-sunset difference (dashed line).
For a second annual average comparison, eight years of HALOE data (1991-1999) and four years of SAGE II data (1987-1990) were binned according to equivalent latitude (based on potential vorticity) in 4º intervals, and on potential temperature (θ) levels (420-1300 K) nearest to the UARS standard pressures (six levels per decade of pressure). The HALOE analysis used UKMO-UARS potential vorticity (PV) and HALOE temperatures (based on NCEP analyses at these levels) for the binning calculation, while the SAGE II analysis used NCEP analyses for both PV and temperature. In this case, no aerosol-filtering criterion was used. Figure 2.61 shows the annual averaged HALOE and SAGE II water vapour as a function of equivalent latitude and potential temperature. The SAGE II results from sunset and sunrise occultations are presented separately. Overall features are similar between the three plots, with low mixing ratios near the tropical tropopause, and larger values at higher altitudes and latitudes, a consequence of water vapour production due to methane oxidation. The sunrise-sunset difference with the SAGE II data is apparent, with sunrise results ~0.2-0.4 ppmv larger than sunset. The SAGE II sunset annual mean is similar to that of HALOE at middle latitudes, but ~0.2-0.4 ppmv smaller than HALOE in the tropics. There are differences between HALOE and SAGE II in regards to vertical gradients in the tropics; this is likely the result of aerosol influence on the SAGE II water vapour retrieval discussed in Chapter 1 (Section 1.4.3).

Figure 2.61 Water vapour annual zonal mean derived from the (a) HALOE, (b) SAGE II sunset and (c) SAGE II sunrise data. The zonal mean is derived from binned average on a 4º equivalent latitude grid and potential temperature levels nearest to the UARS standard pressure levels. The values are mixing ratios given in ppmv.
2.5.2 Satellite seasonal climatology comparisons

**SAGE II and HALOE**

Seasonal climatology comparisons are another way to assess data quality. Here a comparison between HALOE and SAGE II monthly averages in the lower stratosphere is presented. Again eight years of HALOE data (1991-1999) and four years of SAGE II data were binned according to their equivalent latitude, in 4-degree intervals, and potential temperature levels nearest to the UARS standard pressure levels. The climatologies were derived from harmonic fits of the binned averages, following the method described in Randel et al. [1998]. The binning was done as described previously for the annual average HALOE-SAGE II comparison.

Figure 2.62 shows the time series of the monthly means of HALOE and SAGE II sunset data for two equivalent latitude bins (the equator and 40°N) on the 465 K isentropic surface (~19 km), together with the (repeating) seasonal cycle curves derived from the harmonic fits. Only four years of HALOE data are shown (1996-1999), for comparison to the four-year cycle of SAGE II data. The HALOE data exhibit a clear annual cycle in both tropics and middle latitudes. The SAGE II time series at 40°N shows a qualitatively similar seasonal cycle fit as HALOE. However, in the tropics, the seasonal cycle captures only a small component of the overall variance of the SAGE II data, and the fit is very different from that of HALOE. The large and irregular scatter in the tropical SAGE II data, and the negative trend, suggest the possible influence of aerosol artefacts in the SAGE II data, especially in the tropics. With the assumption that the better seasonal fit to the HALOE data gives a more precise representation of the seasonal pattern, it appears that the SAGE II data in the lower stratosphere and above the aerosol layer can provide reasonable seasonal variations at middle latitudes, but not in the tropics. Also shown in Figure 2.62 are time series of monthly mean SAGE II data for the equatorial and 40°N zone on the 375 K isentropic surface and the associated harmonic fit. At the level below the aerosol layer, both in the tropics and at middle latitudes, there is a clear seasonal cycle and reasonable agreement of monthly mean data with the harmonic fit.

The ability of SAGE II to describe the seasonal pattern at this lower level is further illustrated by comparison of the HALOE and SAGE II data on the 375 K potential temperature surface (approximately 120 hPa pressure level), shown in Figure 2.63. Although the time period of the measurements is different for the two data sets, HALOE and SAGE II data show similar seasonal variations with maximum values during Northern Hemisphere summer, and the latitude of the maximum near 30°N in both. Low values during Southern Hemisphere winter at high Southern latitudes are also apparent in both the HALOE and SAGE II distributions.

**ILAS and UARS Reference Atmosphere**

The ILAS instrument made measurements at high latitudes and produced eight months (November 1996-June 1997) of stratospheric water vapour data near both the Arctic and Antarctic polar vortex. Although the measurements were only made at narrow latitude bands geographically (varying from 57°N to 73°N and from 64°S to 88°S), they covered a wide range of dynamic atmosphere due to the steep PV gradient near the vortex edge and the asymmetry of the vortex shape. When the measurements are sorted by the dynamic variable PV (expressed as the equivalent latitude), the ILAS measurements cover approximately from 30 degrees to the pole in equivalent latitude space in both hemispheres. Under these conditions, it is essential to use the equivalent latitude instead of the geographical latitude in the compilation of a climatology, and for comparison with other satellite climatologies. Shown in Figure 2.64 is the ILAS water vapour climatology (computed from Version 4.20 data) and the UARS reference atmosphere (based on 84 months of data, see Randel et al. [1998] for details) for the 72°S equivalent latitude band. Although the two data sets cover different years, in this cross-section
they show consistent climatological features in the stratospheric water vapour. The differences are potentially due to atmospheric interannual variability as well as the uncertainty of the measurements, as discussed in Chapter 1 (Section 1.4.9).

Figure 2.62 Time series of binned monthly average versus the fits for 465 K isentrope HALOE data (upper panels), 465 K isentrope SAGE II sunset data (middle panels) and 375 K SAGE II sunset data (bottom panels). Two latitudinal bins are shown in the figure, equatorial on the left and 40°N on the right.
2. Data quality

Figure 2.63  Seasonal cycles derived from HALOE and SAGE II (Sunset) data on the 375 K isentrope. Some smoothing has been applied to the SAGE II data. The values are mixing ratios given in ppmv.

Figure 2.64  Comparison of ILAS water vapour climatology and UARS reference atmosphere. The contours are water vapour monthly zonal mean mixing ratio (in ppmv) calculated in 4 degree equivalent latitude band. Shown in the figure are time:height (month:θ) cross sections for the ILAS measurement period of the year (November to June) for the 72°S latitude band.
2. Data quality

2.5.3 Lowermost stratosphere *in situ* and satellite climatologies

Comparisons of the seasonal cycles derived from SAGE II, MLS upper tropospheric, and ER-2 data are made to assess the measured water vapour variability in this region. The ER-2 data used in this analysis are from the Harvard Lyman-α hygrometer during the Stratospheric Tracers of Atmospheric Transport (STRAT) and Photochemistry of Ozone Loss in the Arctic Region in Summer (POLARIS) missions (1995-1997).

Since the three data sets were taken in different years with different sampling strategies, it is advantageous to compare their climatologies in the dynamically based coordinates of PV and potential temperature [Hoskins, 1991]. PV values are also useful indications of how “deep” the air parcels are in the stratosphere. Using Ertel’s PV, values of 2-3 PVU or greater are associated with stratospheric air [Holton et al., 1995]. PV and θ information came from UKMO for the MLS data, from NCEP for the SAGE II data, and from the ER-2 mission data (consisting of measured temperatures and PV from the NASA-Goddard model assimilation) for the aircraft data.

Figure 2.65 gives examples of this comparison for measurements in the lowermost stratosphere and near the extratropical tropopause (PV = 3-4 PVU and 5-6 PVU, θ = 330 and 350 K). The seasonal cycles in the figure are monthly means computed by binning the data according to their PV (in 1 PVU intervals) and θ (in 10 K layers). Included in the calculation were 5 years of SAGE II data (1986-1990), 6 years of MLS data (1991-1997) and 3 years of Harvard Lyman-α data (1995-1997) (with at least 3 data points in each PV-θ bin). In cases of comparisons with the Harvard data, it is important to note there is a much smaller number of samples (total ~70 flights) and that the measurements were taken over a narrow longitudinal range (~120°-150°W). The monthly average produced is more likely to be subject to longitudinal variations of the water vapour and the random effect of the sampling.

Typically, the mean values and the variances from MLS are larger than the SAGE II in the wetter seasons on the lower isentropes. This is consistent with the fact that MLS has a 3 km vertical resolution, as compared to the 1 km vertical resolution of SAGE II instrument. Note that water vapour has a steep vertical gradient in this region and MLS results represent the average of a 3 km layer. This needs to be considered in all intercomparisons presented in this section. Another possible factor contributing to the positive MLS-SAGE II difference in the wetter season is that SAGE II data are only for clear sky conditions, while MLS data include cloudy conditions. Harvard Lyman-α data, although agreeing with the satellite seasonal cycle in general, display more variability and tend to have larger water vapour values during the fall season relative to MLS and SAGE II on the lower isentropes. This is likely due to the small sample of the data and the longitudinal variability.

Average differences were computed between monthly means derived from SAGE II, MLS, and Harvard Lyman-α measurements over the annual cycles for the lowermost stratospheric region (2-7 PVU, 330-360 K for SAGE II and Harvard, 330-350 K for MLS). Detailed statistics are given in the caption for Figure 2.65. For the entire PV-θ range examined, the average Harvard–SAGE II differences are nearly always positive. The average MLS–SAGE II differences vary nearly monotonically from low to high PV bins, ranging from +26% for 2-3 PVU to ~35% at 6-7 PVU. The overall pattern of the MLS–Harvard comparison is similar; varying nearly monotonically from +23.5% for 2-3 PVU to ~19.2% for 5-6 PVU. This systematic variation is consistent with the fact that MLS has a 3 km vertical resolution, as compared to the 1 km vertical resolution of SAGE II and the fine resolution (0.1-0.2 km) of Harvard instrument. Since the water vapour mixing ratio has a steep vertical gradient in this region, MLS results, which represent the averages of 3 km thick layers, may show a wet or dry
bias in comparison with the SAGE II and Harvard data, depending on the shape and the peak position of the weighting function relative to the nominal pressure of the layer.

![Figure 2.65](image)

Figure 2.65 Examples of seasonal cycles derived from SAGE II, MLS and ER-2 measurements. Shown in the figure are monthly means in PV-θ bins using 1 PVU interval and 10 K θ layers. The symbols represent the monthly mean from 5 years of SAGE II data, 6 years of MLS data and 3 years of ER-2 data. The error bars indicate the standard deviation. The four examples are for 330 K, PV=3-4, 5-6 PVU and 350 K, PV=3-4, 5-6 PVU. The average difference of the Harvard–SAGE II monthly means over the annual cycle for all the bins within the PV–θ range from 2-7 PVU and 330-360 K is 24%. The average MLS–SAGE II difference (for the 330-350 K range) in the lowest PV bin (2<PV<3 PVU) has the highest positive value (~26%). The difference then decreases with increasing PV value (22% for 3<PV<4, 10% for 4<PV<5, −8% for 5<PV<6 and −35% for 6<PV<7 bins, respectively). The average MLS–Harvard differences (in the 330-350 K range) are similar to the MLS–SAGE II comparison, with differences of ~23.5% for 2<PV<3 PVU, −2.0% for 3<PV<4 PVU, −6.4% for 4<PV<5 PVU, and −19.2% for 5<PV<6 PVU bins respectively.

2.5.4 Entry level [H2O]e and 2×CH4+H2O

Comparisons between different instruments can be complicated by the fact that air masses with different characteristics occur in close proximity to one another. In some cases discussed in this chapter, other species (N2O and CH4) or dynamical quantities have been used to characterise the air mass prior to doing comparisons. In this section, comparisons of the quantities 2×CH4+H2O and [H2O]e are presented. [H2O]e, the entry level mixing ratio, is the mass weighted average of the mixing ratios at entry into the stratosphere of all the parcels that make up the sampled region [Hansen and Robinson, 1989]. 2×CH4+H2O, sometimes referred to by the term "potential water", is considered to be a conservative quantity, assuming the effective yield of H2O from CH4 destruction is 2 [Jones et al., 1986]. Modelling work by LeTexier et al. [1988] indicates a range in the effective yield, with an average near 2, as does a study with an older version of HALOE data than assessed in this document [Remsberg et al., 1996]. Given that the average effective yield is 2, and the common use of [H2O]e in the literature, a compilation of values found in the peer-reviewed literature and computed from data provided for this assessment is
presented in this report. If the methane values are assumed to be absent of uncertainties, and there are no long-term changes in either CH$_4$ or H$_2$O, either entry level mixing ratio or potential water can be used to assess relationships between instruments even when no coincidences exist.

Care needs to be taken to ensure that the quantity is calculated away from effects of the seasonal cycle of lower stratospheric water vapour and polar dehydration. Restricting the estimates by using only data from pressure levels between 10 and 4 hPa and methane values greater than 0.5 ppmv filters seasonal and polar dehydration effects from the satellite data. This filtering also avoids regions where the mixing of mesospheric air with stratospheric air exerts significant leverage on the CH$_4$/H$_2$O relationship. However, for in situ aircraft data that does not extend even to 50 hPa, filtering using some measure of the length of time a given parcel has been resident in the stratosphere needs to be employed. N$_2$O, SF$_6$, or CO$_2$ age, and CH$_4$ values have all been used to filter aircraft data [Hurst et al., 1999; Dessler et al., 1994]. Some checks are also required to avoid regions of polar dehydration in the aircraft data. Balloon measurements do not always extend above 10 hPa, so again a species filtering method needs to be used. For most calculations done specifically for this report, a CH$_4$ cut-off of 1.35 ppmv was used for the balloon measurements estimates, similar to that used in Hurst et al. [1999] and Dessler and Kim [1999].

Another point to consider in these comparisons is the time span valid for the entry of air parcels into the stratosphere. This is important, as long-term changes have been noted in both CH$_4$ [Dlugokencky et al., 1994; Etheridge et al., 1998] and water vapour (see Section 2.5.5 and Chapter 3 discussion). In cases where major changes have occurred in the retrievals, only the calculation done for the version of the retrieval discussed in this report is included. The publications cited in the table were chosen to cover the time span of the instruments discussed in this assessment. For some instruments, earlier publications do exist that present these quantities for subsets of the data available for this assessment. In other cases, multiple publications needed to be considered to cover the operating period of a given instrument.

A further item of note is that entry-level water (or residual water) has been estimated three different ways in the published literature. In one case [as in Jones et al., 1986],

$$[H_2O]_e = H_2O - 2 \times ([CH_4]_e - CH_4)$$

In this expression, the effective yield of water vapour due to methane destruction is assumed to be 2. This technique will be referred to in Table 2.4 as the average residual water method. A second method [as in Remsberg et al., 1996], uses a least squares regression analysis with simultaneous CH$_4$ and H$_2$O measurements to compute the effective yield coefficient $\beta$ (slope) and I (intercept). Then, using those estimated coefficients,

$$[H_2O]_e = \beta [CH_4]_e.$$

Hansen and Robinson [1989] were the first to use a variation of this method by calculating $\beta$ for different time periods via a regression analysis and then averaging

$$[H_2O]_e = H_2O - \beta \times ([CH_4]_e - CH_4).$$

This will be referred to in Table 2.4 as the slope/intercept method. For both of these methods an assumption must be made about $[CH_4]_e$, which for the calculations presented here ranges from 1.6 ppmv (1980's) to 1.72 ppmv (recent observations). These two methods can give different results using exactly the same input data when $\beta$ differs from $-2$. (Note: in Dessler and Kim [1999], the range over different years for $\beta$ is $-1.7$ to $-1.96$). Using HALOE data during the period January 1993 until March 2000, and filtering by only considering measurements above
10 hPa with CH$_4$ ranging from 0.5 ppmv to 1.35 ppmv, the regression method gives a value for \([H_2O]_e\) of 3.5 ppmv and the residual water expression gives a value of 3.6 ppmv. If the exact same latitude/altitude/time filtering used in Dessler and Kim [1999] is employed, the results differ more, with the average residual water method giving \([H_2O]_e=3.6\) ppmv, and the slope/intercept method giving \([H_2O]_e=3.8\) ppmv. An additional consideration is what levels to average over. The way in which this plays a role is demonstrated by examination of the average vertical profile between 50ºN and 50ºS of HALOE 2×CH$_4$+H$_2$O plotted in Figure 2.66. Note that between 10 hPa and 1 hPa, 2×CH$_4$+H$_2$O decreases by ~0.2 ppmv as will any estimate of \([H_2O]_e\). A third method to estimate \([H_2O]_e\) is to average observations of water vapour just above the tropical tropopause. This is the only way to make such an estimate when coincident CH$_4$ measurements are not available, and is used for making the SAGE II estimate given in Table 2.4. Again, HALOE measurements can be used for this calculation to demonstrate how it differs from other methods. Averaging the 100 hPa retrievals from 1993 through 1999 between 20ºS and 20ºN gives a low of 2.7±0.9 ppmv for February, a high of 4.7±0.7 ppmv for August, and a simple annual mean of 3.6±1.0 ppmv. In terms of multi-year means of \([H_2O]_e\), the range presented here is 3.5 to 3.8 ppmv. This 0.3 ppmv range does not consider error estimates that come out of the individual methods. This demonstrates that, in addition to the uncertainties calculated due to data scatter, discrepancies with the method of computation introduce additional uncertainties of more than 5%.

A compilation of potential water and \([H_2O]_e\) for the instruments discussed in this chapter is presented in Table 2.4. If a published value exists for the current data processing algorithm, it is included in the table; otherwise, an estimate was made with the data provided for this assessment. For the cases computed specifically for this assessment where a methane measurement or estimate was possible, the average residual water method [Jones et al., 1986] was used. This was chosen because improperly filtered polar dehydration or seasonal cycle parcels affects the slope/intercept method more that it does the residual water method. Multiple entries exist for some instruments. These represent either different time periods or different
analyses with the same data. For POAM III, a significant difference was found between hemispheres (sunset versus sunrise occultations), so an entry is given for each hemisphere. The entries are roughly ordered by increasing $2\times$CH$_4$+H$_2$O. When multiple values exist for an instrument, the average was used to place it in the table. The methane measurement source and [H$_2$O]$_e$ calculation technique are stated in the table. In a few cases, only potential water or entry level water was published. To fill in the table, the missing entries were inferred using the stated value of entry level methane. 1σ standard deviations are given for calculations done specifically for this report, otherwise the published error estimate is given.

Potential water ranges from 6.0 to 7.5 ppmv, with the lowest value from LIMS (1979), and the highest value from the Harvard Lyman-α instrument (1990’s). There is evidence from multiple data sets supporting an increase in stratospheric water vapour over this time period; this will be discussed in detail in section 2.5.5. For the period 1990-2000, the average of all entries are 7.1 ppmv for $2\times$CH$_4$+H$_2$O, and 3.7 ppmv for [H$_2$O]$_e$ (with 1σ standard deviation = 0.25). If one assumes saturation at 100 hPa, that corresponds to an average entry-level temperature of approximately $-82.4^\circ$C. The 1990’s [H$_2$O]$_e$ range of estimates is 3 to 4.1 ppmv, corresponding to a 100 hPa entry-level temperature range of $-83.5^\circ$C to $-81.8^\circ$C.

**Table 2.4.** Estimates of water vapour entering the stratosphere ([H$_2$O]$_e$) and potential water ($2\times$CH$_4$+H$_2$O). Instruments are ordered by increasing potential water.

<table>
<thead>
<tr>
<th>Instrument</th>
<th>Source</th>
<th>2×CH$_4$+H$_2$O (ppmv)</th>
<th>[H$_2$O]$_e$ (ppmv)</th>
<th>Time period</th>
<th>Method for estimating [H$_2$O]$_e$</th>
<th>CH$_4$ measurement</th>
</tr>
</thead>
<tbody>
<tr>
<td>LIMS</td>
<td>Jones [1986]</td>
<td>$-6.0$</td>
<td>2.7± 0.35</td>
<td>1979</td>
<td>Average residual water [CH$_4$]$_e$=1.65 ppmv Data up to 1 hPa</td>
<td>SAMS</td>
</tr>
<tr>
<td></td>
<td>Hansen and Robinson [1989]</td>
<td>6.3</td>
<td>3.3± 0.2</td>
<td>1979</td>
<td>Methane yield ($\beta$) calculated for month and latitude bins. [H$_2$O]$_e$ calculated using $\beta$ and [CH$_4$]$_e=1.6$ ppmv Data up to 3 hPa</td>
<td></td>
</tr>
<tr>
<td>SAGE-II</td>
<td>Chou et al. [1997]</td>
<td>(5.6 – 6.8 ave=6.2) Inferred using $2\times$[CH$_4$]$_e$+[H$_2$O]$_e$</td>
<td>2.3 – 3.5 (DJF - SON) ave=2.9</td>
<td>1986-91</td>
<td>20°S-20°N seasonal hygropause average ([CH$_4$]$_e$ = 1.65 ppmv)</td>
<td>None</td>
</tr>
<tr>
<td>MLS</td>
<td>Calculation for this report</td>
<td>6.4 ± 0.26</td>
<td>3.0 ± 0.27</td>
<td>1992-93</td>
<td>Average residual water [CH$_4$]$_e$ = 1.7 ppmv</td>
<td>HALOE coincidences</td>
</tr>
<tr>
<td>LMD</td>
<td>Engel et al. [1996]</td>
<td>6.91 ± 0.15</td>
<td>3.61± 0.28</td>
<td>1991-92</td>
<td>Slope/intercept [CH$_4$]$_e$ = 1.72 ppmv</td>
<td>Cryogenic collection$^5$</td>
</tr>
<tr>
<td>WVMS</td>
<td>Calculation for this report</td>
<td>6.97 ± 0.5</td>
<td>3.6 ± 0.5</td>
<td>1992-97</td>
<td>Average residual water [CH$_4$]$_e$ = 1.7 ppmv</td>
<td>HALOE coincidences</td>
</tr>
<tr>
<td>ATMOS</td>
<td>Calculation for this report</td>
<td>7.0 ± 0.5</td>
<td>3.6 ± 0.5</td>
<td>1985-94</td>
<td>Average residual water [CH$_4$]$_e$ = 1.7 ppmv</td>
<td>Simultaneous measurements</td>
</tr>
<tr>
<td></td>
<td>Michelsen et al. [2000]</td>
<td>6.9 ± 0.3</td>
<td>3.5 ± 0.3</td>
<td>1985-94</td>
<td>Average residual water, [CH$_4$]$_e$ = 1.7 ppmv slope/intercept, excluding tropics</td>
<td>N$_2$O/CH$_4$ relationship determined from MKIV data</td>
</tr>
<tr>
<td>FIRS-2</td>
<td>Calculation for this report</td>
<td>7.0 ± 0.4</td>
<td>3.6 ± 0.4</td>
<td>1989-97</td>
<td>Average residual water, [CH$_4$]$_e$ = 1.7 ppmv</td>
<td></td>
</tr>
</tbody>
</table>
2. Data quality
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<table>
<thead>
<tr>
<th>Method</th>
<th>Calculation for this report</th>
<th>Units</th>
<th>Year(s)</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>POAM-III</td>
<td>Calculation for this report</td>
<td>6.8 ± 0.4 (NH)</td>
<td>1998-99</td>
<td>Average residual water, [CH₄]ₑ = 1.7 ppmv</td>
</tr>
<tr>
<td></td>
<td></td>
<td>7.4 ± 0.5 (SH)</td>
<td></td>
<td>HALOE coincidences</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.4 ± 0.4 (NH)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>4.0 ± 0.5 (SH)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HALOE version 19</td>
<td><em>Dessler and Kim</em> [1999]</td>
<td>7.2 ± 0.5</td>
<td>1993-97</td>
<td>Slope/intercept [CH₄]ₑ=1.7 ppmv</td>
</tr>
<tr>
<td></td>
<td>Calculation for this report</td>
<td>7.0 ± 0.2</td>
<td></td>
<td>Simultaneous measurements</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.6 ± 0.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.9± 1.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>*C. Schiller, personal</td>
<td>7.02 ± 0.11</td>
<td>Feb. 1997</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Communication</td>
<td>3.6 ± 0.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>7.05 ± 0.12</td>
<td>Feb. 1999</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.6 ± 0.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MkIV</td>
<td>Calculation for this report</td>
<td>7.2 ± 0.2</td>
<td>1990-97</td>
<td>Average residual water [CH₄]ₑ=1.7 ppmv</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.8 ± 0.2</td>
<td></td>
<td>Simultaneous measurements</td>
</tr>
<tr>
<td>CMDL</td>
<td>Calculation for this report</td>
<td>7.2 ± 0.5</td>
<td>1996-98</td>
<td>Average residual water [CH₄]ₑ=1.7 ppmv</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.8 ± 0.6</td>
<td></td>
<td>ALIAS coincident balloon measurements</td>
</tr>
<tr>
<td>MAS</td>
<td>Calculation for this report</td>
<td>7.2 ± 0.5</td>
<td>1992-94</td>
<td>Average residual water [CH₄]ₑ=1.7 ppmv</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.8 ± 0.5</td>
<td></td>
<td>HALOE coincidences</td>
</tr>
<tr>
<td>MIPAS</td>
<td><em>Stowasser et al.</em> [1999]</td>
<td>7.25 ± 0.2</td>
<td>Feb. 1995</td>
<td>Simultaneous measurements</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(3.85± 0.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>7.28 ± 0.1</td>
<td>Mar. 1997</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(3.88± 0.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NOAA Ly-α</td>
<td><em>Hurst et al.</em> [1999]²</td>
<td>7.1 ± 0.6</td>
<td>1993-95</td>
<td>Slope/intercept [CH₄]ₑ=1.7 ppmv</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4.0± 0.4</td>
<td></td>
<td>ALIAS and ACATS coincident ER-2 measurements</td>
</tr>
<tr>
<td></td>
<td>Calculation for this report</td>
<td>7.3 ± 0.1</td>
<td>May 1998</td>
<td>Whole air sampler coincident ER-2 measurements</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.9 ± 0.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>JPL TDL</td>
<td><em>Hurst et al.</em> [1999]²</td>
<td>7.4 ± 0.6</td>
<td>1997</td>
<td>Slope/intercept [CH₄]ₑ=1.7 ppmv</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.9 ± 0.3</td>
<td></td>
<td>ALIAS and ACATS coincident ER-2 measurements</td>
</tr>
<tr>
<td>Harvard Ly-α</td>
<td><em>Hurst et al.</em> [1999]²</td>
<td>7.5 ± 0.5</td>
<td>1993-99</td>
<td>Slope/intercept, [CH₄]ₑ=1.7 ppmv</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4.1± 0.3</td>
<td></td>
<td>ALIAS and ACATS coincident ER-2 measurements</td>
</tr>
</tbody>
</table>

1 Schmidt et al. [1987]
2 Averages of entries in their Table 1
2.5.5 Comparison of water vapour long-term changes and seasonal oscillations

Multi-decadal changes in water vapour are of interest due to the radiative importance of water vapour in the upper troposphere and lower stratosphere [Forster and Shine, 1999]. The annual and semi-annual cycles are of interest as they can be used to elucidate mechanisms for transport and mixing. These topics will be discussed in detail in Chapter 3. In this section, comparisons of the harmonic amplitudes and long-term changes are presented for several of the instruments discussed in this chapter. In the upper troposphere, there are too few data sets available to this assessment effort to usefully compare long-term change and harmonic cycle determinations, so the discussion here will concentrate on stratospheric measurements.

Of the variety of data sets examined in this report, only a few are useful for assessing possible long-term changes or harmonic cycle amplitudes in stratospheric water vapour. The ideal data set would have extensive seasonal coverage, and come from a stable instrument that has been operating for an extended period of time. In the SPARC ozone trends study [SPARC, 1998], time series of 20 years or greater were used for trend determinations. For stratospheric measurements, the only continuous multi-decadal record assessed in this report is that of the NOAA-CMDL frostpoint hygrometer balloon instrument. Data starts in 1980 and extends to the present. Oltmans and Hofmann [1995] used the first 14 years of that data set to estimate long-term changes in the water vapour content of the stratosphere over Boulder, Colorado (~40ºN). They found increasing long-term changes that were larger in magnitude than expected from observed increases in tropospheric methane. Long-term increases in lower stratospheric water vapour deduced from older measurements have been discussed by Mastenbrook [1968], Mastenbrook and Oltmans [1983], Harries [1976] and Cluley and Oliver [1978]. Michelsen et al. [2000] show evidence for water vapour increases over the ATMOS time frame, and Engel et al. [1996] combined measurements from a variety of instruments to show evidence for a long-term increase greater than that expected from known increases in tropospheric methane for the period 1975-1995. Since the launch of UARS in late 1991, HALOE water measurements have been available and studied extensively. Evans et al. [1998] and Randel et al. [1998] have studied the temporal behaviour of the HALOE measurements. Nedoluha et al. [1998a] showed long-term changes deduced from HALOE and WVMS are similar and increasing through the first part of the HALOE record. Details regarding changes deduced from HALOE and the NOAA-CMDL frostpoint record are given in Chapter 3.

Published estimates of long-term changes in water vapour are on the order of 1%/year. Agreement between the various instruments presented in this chapter ranges from 10% to 30%. Consequently, it is not possible to combine various data sets to obtain a suitable time series to do a long-term determination of UTLS water vapour changes as was done by combining SAGE I and SAGE II measurements in the SPARC ozone trends study. However, long-term changes can be estimated within individual instrument records. Although none is continuous throughout multiple decades, the aggregate of the data assessed in this report covers over 20 years in time. Two data sets not validated in this chapter are also used here for a long-term time series analysis of water vapour changes. The first of these additional data sets is the Naval Research Laboratory (NRL) frostpoint series over Washington DC from 1964 to 1976 [Mastenbrook, 1968; Mastenbrook and Oltmans, 1983]. The second is the measurement series from the airborne frostpoint instrument flown on Meteorological Research Flights (MRF) of the United Kingdom Meteorological Office (UKMO) from the early 1950's to the early 1980's, albeit with significant gaps in coverage in the 1960's. Both of these instruments are discussed in Chapter 1 of this report. Including these two data sets extends the time period of consideration to over 40 years. Coincident or climatological comparisons were not possible with these data sets, so they have not been discussed in the comparison sections of this chapter. However, some
quality control has been performed before including either set in the time series analysis. The NRL measurements, although available until 1979, were made with a redesigned instrument starting in 1977 and the sampling frequency decreased during the test phase of the new instrument design. Additionally, examination of the NRL time series showed a significant step-function decrease in measured mixing ratios occurred at the time of the instrument redesign. For this reason, only data taken prior to the 1977 redesign are used in the present long-term change analysis. The MRF data was extracted from tables in several published reports [Bannon et al., 1952; Cluley and Oliver, 1978; Heliwell et al., 1957; Murgatroyd et al., 1955; Foot, 1984]. A correction for the older data [Oliver and Cluley, 1978] was applied to the data presented here. The MRF data is only available at levels below ~15 km and encompasses both tropospheric and stratospheric measurements. To ensure this analysis only considers stratospheric data, MRF measurements has been filtered by the published tropopause heights. This has also been done for the other UTLS data sets considered as well.

Although the satellite measurements have near global coverage, the bulk of the non-satellite data has been taken at Northern Hemisphere middle latitudes. For this reason, the long-term change and harmonic cycle comparisons are presented for the latitude band from 30° to 50°N. The raw data used in the analysis are shown in Figure 2.67a-f. Here all the satellite data available from 30°-50°N are shown, although for the time series regression analysis, a subset will be used as detailed later.

At the highest level shown (Figure 2.67a, 3 hPa), all the data are from remote sounding instruments. LIMS nighttime data (not validated in this report) are also included on the time series plots, although not used to determine long-term changes. LIMS measurements plotted are 1-month averages, and are included because they cover a period when little other data exists for stratospheric water vapour. The WVMS points are 1-week averages, while the rest are from individual profiles. Scatter in the data is fairly consistent between all the instruments with the exception of SAGE II, with apparently smaller precision at this level. However, this is at the very top of the SAGE II profile where the estimated errors are large. At lower levels, the SAGE II data scatter is similar to that of HALOE. With the exception of MLS (with only a 1.5 year record), all the instruments show a general indication of an increase with time, although it is not a simple linear change. In some of the longer data records, there are periods with large jumps (for HALOE, between 1993 and 1994, for WVMS between 1995 and 1996), and years with little or even negative changes. There are also changes in the data range for individual instruments from year to year. For example, with the HALOE data, there is a decrease in the maximum of the data envelope between 1996 and 2000, while the minimum of the data envelope shows little change between 1996 and 1999, then increases by 2000. Whether this type of interannual difference is the result of changes in spatial/temporal sampling or indicates a real geophysical change is not known, but is worthy of further investigation.

At the next level down (Figure 2.67b, 21 hPa), balloon-borne in situ data are also available. The NRL time series, starting in 1964, is considerably noisier than the redesigned version of the instrument flown by NOAA-CMDL starting in 1980, but still shows a distinct increase with time, as does the NOAA-CMDL frostpoint hygrometer record. ATMOS and the other balloon-borne instruments all indicate net increases over their time records, and HALOE and MLS show little change except from 1993-1996 where HALOE shows increases with time. As discussed in Chapter 1, the SAGE II retrievals are likely affected by the decrease in El Chichón aerosols in the lower stratosphere, and hence the long-term changes estimated are not reliable. For this reason, the SAGE II data has been neglected between the tropopause and 10 hPa.
2. Data quality

Figure 2.67  Water vapour time series for several instruments covering the depth of the stratosphere. Data plotted are individual measurements with the exception of LIMS (monthly averages), WVMS (weekly averages), and NOAA-AL Lyman-alpha (1 minute averages). Data below 100 hPa have been screened to omit tropospheric measurements. Six levels are plotted: a) ~3 hPa, b) ~21 hPa, c) ~68 hPa, d) 110-140 hPa, e) 140-170 hPa, and f) 170-210 hPa.
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Figure 2.68. Water vapour mixing ratio annual (a) and semi-annual (b) amplitudes for the 30° to 50°N latitude range. Instruments and latitudes used are noted on the figure. Error bars indicate the 1σ uncertainties on the coefficients from the regression analysis.
Figure 2.69. Water vapour mixing ratio linear change coefficient. Instruments, latitudes and valid time periods used are noted on the figure. Error bars indicate the $1\sigma$ uncertainties on the coefficients from the linear regression analysis. Panel (a) and Panel (b) are identical with the exception of the HALOE time period used. Panel (a) shows the HALOE linear change term computed for 1993–1999, while Panel (b) shows the HALOE linear change term computed for 1993–1997.
At 68 hPa (Figure 2.67c), one additional aircraft borne *in situ* measurement is included. The NOAA-AL Lyman-α measurements are more scattered than the NOAA-CMDL measurements over the same period, however they do span the entire 30°-50°N latitude range, while the NOAA-CMDL measurements are at just one location. Hence, some of the Lyman-α scatter is likely due to spatial gradients, as is also the case for the satellite measurements. Again, there appears to be an overall increase from the beginning to end of the data shown, although there are distinct decreases over some periods in most of the time series presented.

The bottom three levels (2.67d at ~130 hPa, 2.67e at ~155 hPa, and 2.67f at ~185 hPa) all extend back to the 1950's and include the early MRF aircraft data. The corrections detailed in Oliver and Cluley [1978] have been applied to the data. In Figure 2.67f, data from Brewer's earliest flights with the first versions of his frostpoint instrument are included. The data from the middle 1950's and the late 1970's were taken with an instrument of the same design, so changes between those two sets should be indicative of real atmospheric changes as opposed to instrument design changes. Observations were made between 1955 and the early 1960's, at which time the MRF high altitude aeroplane crashed. However, those data were not obtainable for this assessment. All data plotted has been filtered to include only stratospheric measurements. This was done using temperature profiles taken on the same platform where available, otherwise, the closest available NCEP temperature profile was used. The aircraft used for the MRF measurements in the 1970's did not have as high a ceiling as the earlier plane; consequently, there are few points at the 110-140 hPa level in the 1970s. At these lower levels, SAGE II measurements are again included on the plot. The scatter of the SAGE II measurements is slightly larger than that of the *in situ* data at the 140-170 hPa level. The minimum values from SAGE II appear to be biased dry relative to the *in situ* measurements. HALOE minima also appear to be slightly biased dry at these levels relative to the balloon and aircraft measurements. In all three plots there appears to be an overall increase with time, with the extremely low mixing ratios in the 1950's and mid 1960's not present in more recent data.

To quantify the temporal changes in the data shown above, a linear regression was done with all the time series of water vapour data available. In order to estimate harmonic amplitudes and long-term changes, a linear least squares regression was done for each time series using annual, semi-annual and linear change terms. The fits were done using data from individual measurements on constant pressure levels, with the exception of the WVMS time series which used one-week averages, and the Lyman-α aircraft data which used 10-second averages. In some cases, data was interpolated to constant pressure levels to do the regression. In an attempt to avoid periods of heaviest aerosol loading which can detrimentally impact retrieved water vapour amounts, the first year of the SAGE II and HALOE data sets were not included in the calculation. The remaining SAGE II data were filtered according to the aerosol cut-off given in Rind et al. [1993]. The algorithm used for the regression is detailed in Bevington [1969]. The regression was done with equal weighting on each point, and the 1-σ uncertainties were estimated as detailed in Chapter 15 of Press et al. [1996].

Because latitudinal coverage for HALOE, SAGE II and MLS varies throughout the year, the 30°-35° N band was used for HALOE and MLS, and the 35°-45° N band was used for SAGE II to obtain the best possible seasonal cycle amplitude estimates. This does not affect the long-term change determination significantly, but does affect the annual cycle amplitude calculation. Because of the short time record for the MLS stratospheric water vapour measurements, MLS is only used in the seasonal cycle amplitude computations. POAM III and ILAS satellite measurements were not used for a seasonal cycle determination because neither instrument's latitudinal coverage overlaps the Northern Hemisphere mid latitude band considered. Some instruments do not have adequate seasonal coverage to make an annual cycle amplitude estimate, but have a long enough time record that they can be used for estimating long-term
changes. These include the remote sounding balloon- or shuttle-borne instruments, MkIV and FIRS-2, ATMOS, and the airborne MRF frostpoint and NOAA-AL Lyman-\(\alpha\) instruments. The WVMS ground based remote sounding measurement were used for both annual cycle and long-term change determination in the upper stratosphere as were the \textit{in situ} NOAA-CMDL frostpoint hygrometer measurements over Boulder, CO and the NRL frostpoint hygrometer measurements over Washington D.C.

The results for the annual cycle amplitude determination as a function of altitude in the Northern Hemisphere middle latitude band are shown in Figure 2.68a. Common to all data sets is a decrease in annual amplitude from 200 hPa to \(\sim 25\) hPa. Between 20 and 3 hPa, only satellite data are available. There the shape of the satellite derived annual amplitude curves is similar for the three instruments, although with significant differences in magnitude. These differences between satellite derived amplitudes are quite large near 3 hPa, and also near 20 hPa. Above 3 hPa, the three available instruments (MLS, WVMS and HALOE) have different profile shapes, with annual amplitude differences of 200\% or greater. Doing the regression analysis using an identical time period for the HALOE and WVMS data improves the agreement slightly, while using the identical time period for HALOE and MLS improves the annual amplitude agreement a great deal. Changes in the computed amplitude as a function of time period used in the regression are greatest above 8 hPa, although there are changes throughout the entire vertical profile.

Semi-annual amplitudes are plotted in Figure 2.68b. The uncertainties on the \textit{in situ} measurements are large, indicating that data sampling is not sufficient to resolve the small amplitude semi-annual cycle. In the upper stratosphere, the semi-annual amplitude is larger, and the profile shapes and magnitudes are consistent between the satellite and WVMS measurements.

The results for the long-term change determination as a function of altitude for the Northern Hemisphere middle latitudes are shown in Figure 2.69a. The average long-term change of all the instruments plotted is 0.05 ppmv/year. It should be noted that even more so than for the annual amplitude, the time period chosen to do the regression analysis makes a large difference on the computed linear change. Doing the fit for the NOAA-CMDL data for just the first 5 years of the record (not shown) gives a linear change very similar to the NRL calculation, while using the last 5 years of the NOAA-CMDL record gives a linear change similar to the HALOE results. Matching the HALOE regression period to that of the WVMS record (Figure 2.69b) changes the estimated HALOE long-term changes by over 0.08 ppmv/year. This results in improved agreement between WVMS and HALOE determined long-term changes, and gives magnitude and profile shape quite similar to that computed for the SAGE II time period. The fact that the HALOE long-term changes are quite different when computed for different time periods demonstrates that the long-term water vapour change is not well modelled by a linear term. There are periods of rapid increase, and periods of little change or a decrease with time. This is also evident in the NOAA-CMDL and NRL records, and was noted by \textit{Mastenbrook and Oltmans} [1983].

The MkIV, FIRS-2 and ATMOS instruments also have sufficiently long time records to consider a long-term change analysis. However, because of sampling issues, they cannot be calculated in the same manner as done for the data described previously. ATMOS flew on the space shuttle four times between 1985 and 1994; MkIV and FIRS-2 each had a small number of balloon launches at Northern Hemisphere sites. One method of determining a long-term change from the ATMOS data is described in \textit{Michelsen et al.} [2000] and examines changes in the intercept calculated from CH\(_4\)/H\(_2\)O slope lines. For this study, a different approach was taken, and the water vapour data was first binned according to its measured N\(_2\)O. N\(_2\)O was chosen as opposed to CH\(_4\) because FIRS-2 data set does not include CH\(_4\). The main assumption made is
that N$_2$O acts as a proxy for the length of time air has been in the stratosphere. This then allows a more extensive time series to be constructed from data collected at different altitudes and latitudes than would be possible considering a single latitude band. Implicit in this assumption is that there are no significant changes in N$_2$O chemistry during the time period considered. While the long-term changes plotted in Figure 2.69 will include a dynamical component possibly due to circulation changes, this method of binning should minimise that component. A positive trend in the N$_2$O binned water vapour should then indicate changes in the effective entry value of water into the stratosphere, or changes in chemical processes in the stratosphere affecting water vapour.

In Figure 2.70, the N$_2$O binned time series for ATMOS, MkIV and FIRS-2 are plotted. The ATMOS data only includes measurements north of 50°S to avoid an incident of polar dehydration encountered during the final ATMOS shuttle flight. For these calculations, a linear least squares fit was done using instrumental weighting [Bevington, 1969]. Results of the fit are shown in Figure 2.71. One concern in doing such an analysis is that tropospheric N$_2$O itself is also changing with time. However, the change over the period of consideration here is ~0.7 ppbv/year [Butler et al., 1998], yielding a net change of ~9 ppbv over the time frame considered. The minimum bin size used in the trend analysis is 25 ppbv, so the N$_2$O trend should not greatly impact the analysis. At N$_2$O values below 200 ppbv, where the influence of the seasonal cycle in tropical lower stratospheric water should be a minimum, ATMOS and MkIV show significant increases at all levels. FIRS-2 shows significant increases at all levels except the 105 ppbv N$_2$O bin. Averaging the estimates for N$_2$O values less than 200 ppbv gives an increase of 0.05 ppmv/year between 1985 and 1997. This is consistent with that estimated from Figure 2.69a in the Northern Hemisphere 30°-50°N latitude bin. If each of the N$_2$O series used is corrected to 1985 values, the average is 0.047 ppmv/year, demonstrating that the N$_2$O trend does not significantly impact the calculated water vapour long-term change. Long-term changes for CH$_4$ can also be computed for the ATMOS and MkIV data, and these are in general positive, with an average value of 0.006 ppmv/year. Methane long-term changes therefore do not negate the water vapour changes. This implies there has been a change in the actual average entry value of 2×CH$_4$+H$_2$O into the stratosphere, and not simply a redistribution of hydrogen between methane and water due to possible circulation changes affecting the length of time air parcels have been resident in the stratosphere.
2. Data quality

Figure 2.70 Water vapour time series for the MkIV, FIRS-2 and ATMOS instruments in the 85–125 ppbv $N_2O$ bin, representative of the middle stratosphere.

Figure 2.71 Water vapour linear change coefficient for the MkIV, FIRS-2 and ATMOS instruments. Data were binned by $N_2O$ prior to doing the regression analysis. The approximate pressure valid for each $N_2O$ bin is given on the right vertical axis. Error bars are the 1σ uncertainties on the coefficients from the linear regression analysis. Years for each instrument are noted on the figure.
One problem with fitting the series with a linear term is that the long-term changes are not well described by a simple linear term. The lack of overlap of error bars in Figure 2.69 and 2.71 does not necessarily indicate errors in the measurements, but a failure of the imposed model to represent the actual time series. Different time periods are represented by each of the instruments considered, and the actual long-term change over those time periods may very well be different. It is probable that dynamical processes within the stratosphere are playing a role in the long-term water vapour changes computed in a single latitude band. They are undoubtedly playing a major role in producing the large range in the estimated water vapour trends seen in Figure 2.69. However, a similar analysis done with HALOE $2\times$CH$_4$+H$_2$O also shows large differences in the linear term computed for different time periods, with sign changes depending on whether the beginning or end of the HALOE record is examined (not shown). Using the quantity $2\times$CH$_4$+H$_2$O should filter out trends due to dynamical variability in a single latitude band. However, the fact that the linear term changes sign depending on the time period chosen implies there are multi-year changes in the average value of water into the stratosphere, with some periods of increase and some of decrease. Yet, when the entire multi-instrument time series is considered, there is evidence for a substantial increase of stratospheric water vapour over the past 40-50 years with an average magnitude of $\sim$0.05 ppmv/year (1%/year). This corresponds to an increase of $\sim$2.0 ppmv, or $\sim$60% increase of lower stratospheric water vapour since the middle 1950's.
2.6 Summary of comparisons

One goal of this assessment is to determine whether measurements from a variety of platforms and instrumental techniques are comparable. It can be seen from the discussion of specific instrument comparisons presented in this chapter, that there is significant variability among instruments even when sampling similar conditions. Some types of comparisons are difficult due to fundamental differences in types of measurements, as noted in the discussion of measurements of upper tropospheric humidity from satellite and in situ measurements. Sufficient numbers of coincidences may improve the statistics in comparing disparate instrumental techniques where spatial resolution is important. However, in the variety of comparisons presented, fairly small sample sizes are considered. Therefore, many of the differences presented are not statistically significant. This is demonstrated by comparing the absolute values of the mean difference and RMS difference as plotted on several other plots in this chapter. In Figure 2.28, the RMS difference is much larger than the absolute value of the mean difference. This indicates that random errors are a large part of the measured instrumental differences. Such random errors may be due to geophysical variability (none of measurements are exactly coincident in time or space) or to instrumental noise.

However, even though many of the differences noted are within stated instrumental errors, certain biases between specific instruments do appear. One difficulty in assessing the magnitude of those biases is that a complete set of comparisons does not exist. Thus, a question to consider is whether one instrument can be used as a transfer standard to assess the relationship between two different instruments. This may be possible to do with the lower stratospheric measurements. The geophysical and sampling issues overwhelm the tropospheric measurements, and therefore make it a much more difficult problem.

Of the sensors compared in this chapter, only the frostpoint instruments have been used extensively both in the troposphere and stratosphere. For this reason, the summary given below is divided into tropospheric and stratospheric sections.

2.6.1 Stratospheric comparisons

All the measurement comparisons discussed in this chapter are summarised in this section based on percentage differences. Any direct comparisons given in terms of mixing ratio differences have been converted to percent differences for the purposes of this section.

In many cases, differences are consistent when comparing across instruments. Since direct comparisons do not exist between all instruments, a third instrument was used as a transfer standard to determine the entire set of relationships between instruments. In some cases, this technique works well. One good example is demonstrated using the Harvard Lyman-α, NOAA-AL Lyman-α and JPL TDL airborne instruments discussed in section 2.2. The NOAA-AL–Harvard comparisons indicate a difference of ~15% with the Harvard instrument reading larger values. The NOAA-AL–JPL comparisons indicate a difference of ~16% with the JPL TDL instrument larger. From this, one would derive a JPL–Harvard difference of 1%, with the JPL TDL measurements larger. The POLARIS comparisons actually indicate a JPL–Harvard difference of 1% with the opposite sign. However, considering data scatter, the JPL–Harvard difference is essentially zero at cruise altitude, which would also be deduced using the NOAA-AL Lyman-α as a transfer standard. In other cases, using an third instrument as a transfer standard does not work as well. One such example uses the NOAA-CMDL frostpoint, the MLS, and the HALOE instrument. In the 60 to 100 hPa layer, MLS differs from HALOE by ~5%, with HALOE larger. The NOAA-CMDL differs from MLS by ~3%, with NOAA-CMDL larger,
leading one to conclude that the NOAA-CMDL instrument would read ~2% less than HALOE in this layer. However, the direct comparison between the HALOE and NOAA-CMDL instruments shows NOAA-CMDL 12% greater than HALOE. Because of these differences, both the direct comparisons and ranges deduced using a third instrument as a transfer standard will be presented.

One problem in consistency using an instrument as a transfer standard is that it is possible there are instrumental errors that change with time. This could be due to instrument degradation, or changes in atmospheric conditions that affect remote sensing retrievals, such as aerosol loading, temperature, or interfering gas corrections. These types of problems (aerosol in particular) likely affect the HALOE and SAGE II retrievals. Based on comparisons with MLS, it appears that HALOE problems related to aerosols are much lessened by 1993. This is fortunate, in that HALOE comparisons are possible with most of the stratospheric measurements. For this reason, it will be considered the baseline, and all other instruments compared with it. In some cases, there are gradients in the percentage differences throughout the altitude range (HALOE − NOAA-CMDL comparisons shown in Figure 2.21 are one such example). These gradients will be averaged over to give a single value for each table. Because the satellite measurements are reported to be less accurate below ~100 hPa, all comparisons will be presented above that level. The layer from 60-100 hPa contains the best overlap of satellite- and balloon-borne measurements. Layers from 10-50 hPa, and 1-10 hPa are also considered. By necessity, the in situ aircraft instruments will not be included in these comparisons.

Tables 2.5-2.7 show the direct HALOE and indirect comparisons deduced from the information presented in this chapter. The indirect comparisons are presented to show the range possible from the full set of measurements considered. These are constructed as described at the beginning of this section. Figure 2.72 summarises the range of measurements for three pressure layers. The mean values are plotted as symbols, and the range bars map out the extremes from the indirect comparisons. A small range does not necessarily translate into a small uncertainty for the estimate. It may mean that the comparisons are all consistent, or it may simply denote a dearth of indirect comparisons. In the cases of POAM III and SAGE II, no indirect comparisons were available, therefore, the range given is the internal sunrise/sunset difference deduced for each instrument.

In the 1-10 hPa layer (Table 2.5, top panel of Figure 2.72), 11 instruments are considered. Coincident comparisons with HALOE were possible with all the instruments except SAGE II. For SAGE II, climatological comparisons were included. All instruments are remote sounders, from satellite, high altitude balloon, space shuttle, and ground based platforms. At this level, aerosol contamination problems for the solar occultation instruments should be minimal, and geophysical variability should also be low, making this layer ideal for these sorts of comparisons. The absolute range of both direct and indirect comparisons with HALOE is −5% to +17%. The mean is +5% and the median is +6%. The mean comparisons (symbols in Figure 2.72) of 9 of the 11 instruments cluster between 0% and 10% greater than HALOE. All instruments considered for the 1-10 hPa layer agree within their stated levels of accuracy.

In the 10-50 hPa layer (Table 2.6, middle panel of Figure 2.72), 13 instruments are considered. Only climatological comparisons were possible between HALOE and SAGE II, and only indirect comparisons using other instruments transfer standards were possible for MIPAS. This layer allows comparisons between satellite and balloon-borne remote sounders and in situ balloon-borne instruments. The range of both direct and indirect comparisons with HALOE is −30% to +27%. However, this wide range is a consequence of a large range in the HALOE−LMD frostpoint comparison. If the LMD frostpoint comparisons are neglected, the range is reduced to −8% to +16%. The mean of the comparisons in this layer is +3%, and the median is +4%. The mean comparisons of 11 of the 13 instruments fall between −2% and +8%.
On average, the instruments considered for the 10-50 hPa layer also agree within their stated levels of accuracy.

The 60-100 hPa layer (Table 2.7, bottom panel of Figure 2.72) has the largest number (15) of instruments and measurement techniques of the 3 layers discussed here. The range of both direct and indirect comparisons with HALOE is large, from −15% to +42%, with the range of mean comparisons (symbols plotted) from −9% to +20%. The mean of the comparisons is +6.5%, the median is +6%, and 11 of the 15 instruments fall into the range −1% to +14%. The two lowest instruments are satellite sensors, and the two highest are aircraft borne in situ instruments. The balloon-borne in situ and remote sensor measurements cluster near the mean. In this layer, geophysical variability is larger, thereby making close coincidences for comparisons more important. A greater number of measurement techniques are used here, however accuracies quoted in Chapter 1 do not indicate that should be a problem. Although the bulk of the measurements at this level do agree to within stated accuracies, the low satellite and high in situ aircraft measurements do not. Similar differences are also present in the derived quantity \([\text{H}_2\text{O}]_e\) (see Table 2.4), which should minimise sampling mismatch problems. Thus, it appears that the differences noted here are real. The differences between instruments occupying the extreme positions exceed what would be expected based on the uncertainties given in Chapter 1.

Table 2.5. Summary of the relationship for measurements of water vapour above 10 hPa and below 1 hPa. Percentages reflect differences from HALOE measurements. The first column shows direct comparisons with HALOE. The second column shows a deduced relationship with HALOE using the instrument in the previous column as a transfer standard.

<table>
<thead>
<tr>
<th>Direct Comparisons with HALOE</th>
<th>Indirect Comparisons with HALOE using a transfer instrument</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>HALOE</strong>  +0%</td>
<td><strong>ATMOS</strong>  +5%</td>
</tr>
<tr>
<td><strong>MLS</strong>  −5%</td>
<td><strong>MAS</strong>  −2%</td>
</tr>
<tr>
<td><strong>FIRS-2</strong>  0%</td>
<td><strong>WVMS</strong>  −3%</td>
</tr>
<tr>
<td><strong>SAGE II (SR)</strong>  +9%</td>
<td><strong>SAGE II (SS)</strong>  +3%</td>
</tr>
<tr>
<td><strong>POAM III (NH,SR)</strong>  −5%</td>
<td><strong>POAM III (SH,SS)</strong>  +7%</td>
</tr>
<tr>
<td><strong>ILAS (SH,SS)</strong>  +8%</td>
<td><strong>ILAS (NH,SR)</strong>  +12%</td>
</tr>
<tr>
<td><strong>ATMOS</strong>  +3%</td>
<td><strong>ATMOS</strong>  +9%</td>
</tr>
<tr>
<td><strong>MAS</strong>  +5%</td>
<td><strong>MAS</strong>  +6%</td>
</tr>
<tr>
<td><strong>MkIV</strong>  +10%</td>
<td><strong>MkIV</strong>  +3%</td>
</tr>
<tr>
<td><strong>FIRS-2</strong>  +5%</td>
<td><strong>FIRS-2</strong>  +3%</td>
</tr>
<tr>
<td><strong>WVMS</strong>  +6%</td>
<td><strong>WVMS</strong>  +9%</td>
</tr>
<tr>
<td><strong>WASPAM</strong>  +12%</td>
<td><strong>WASPAM</strong>  +9%</td>
</tr>
<tr>
<td><strong>10% in 1994, 14% in 1998 absolute range from 9% to 17%</strong></td>
<td><strong>No indirect comparisons available for this assessment.</strong></td>
</tr>
</tbody>
</table>

...
Table 2.6. Summary of the relationship for measurements of water vapour between 10 and 50 hPa. Percentages reflect differences from HALOE measurements. The first column shows direct comparisons with HALOE. The second column shows a deduced relationship with HALOE using the instrument in the previous column as a transfer standard. MIPAS had no direct comparison with HALOE available for this assessment, and is only included in the second column.

<table>
<thead>
<tr>
<th>Instrument</th>
<th>Direct Comparisons with HALOE</th>
<th>Indirect Comparisons with HALOE using a transfer instrument</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>+0%</td>
<td>Atmospheric (ATMOS) +5%</td>
</tr>
<tr>
<td>MLS</td>
<td>−8%</td>
<td>MLS +1%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MAS +5%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>FIRS-2 −1%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CMDL −11%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>LMD balloon (frostpoint) +12%</td>
</tr>
<tr>
<td>SAGE II (SR)</td>
<td>+6%</td>
<td>No indirect comparisons considered for climatological comparisons.</td>
</tr>
<tr>
<td>SAGE II (SS)</td>
<td>+2%</td>
<td>No indirect comparisons available for this assessment.</td>
</tr>
<tr>
<td>POAM III (NH,SR)</td>
<td>−8%</td>
<td>MIPAS +3%</td>
</tr>
<tr>
<td>ILAS (SH,SS)</td>
<td>−1%</td>
<td>FIRS-2 +7%</td>
</tr>
<tr>
<td>ILAS (NH,SR)</td>
<td>+5%</td>
<td>MIPAS +11%</td>
</tr>
<tr>
<td>ATMOS</td>
<td>+6%</td>
<td>FISH +15%</td>
</tr>
<tr>
<td>MAS</td>
<td>+4%</td>
<td>LMD balloon (frostpoint) +17%</td>
</tr>
<tr>
<td>MkIV</td>
<td>+5%</td>
<td>(indirect ILAS comparisons valid for NH)</td>
</tr>
<tr>
<td>FIRS-2</td>
<td>+4%</td>
<td>ATMOS +5%</td>
</tr>
<tr>
<td>FISH Lyman-alpha</td>
<td>+6%</td>
<td>MLS −7%</td>
</tr>
<tr>
<td>NOAA CMDL (frostpoint)</td>
<td>−5%</td>
<td>MAS −4%</td>
</tr>
<tr>
<td>LMD balloon (frostpoint) (tropics)</td>
<td>+15%</td>
<td>MLS −30% to −5%</td>
</tr>
<tr>
<td>LMD balloon (frostpoint) (Sweden)</td>
<td>−10%</td>
<td>MIPAS −7% to +19%</td>
</tr>
<tr>
<td>FISH</td>
<td>+15%</td>
<td>ILAS +2% to +27%</td>
</tr>
<tr>
<td></td>
<td>−10%</td>
<td>MIPAS −7% to +19%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>FISH −5% to +20%</td>
</tr>
</tbody>
</table>
Table 2.7. Summary of the relationship for measurements of water vapour between 60 and 100 hPa. Percentages reflect differences from HALOE measurements. The first column shows direct comparisons with HALOE. The second column shows a deduced relationship with HALOE using the instrument in the previous column as a transfer standard. Italicized instruments (JPL TDL and MIPAS) in the second column have no direct comparison with HALOE available for this assessment.

<table>
<thead>
<tr>
<th>Direct Comparisons with HALOE</th>
<th>Indirect Comparisons with HALOE using a transfer instrument</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>HALOE</strong></td>
<td><strong>ATMOS</strong></td>
</tr>
<tr>
<td>+0%</td>
<td>+8%</td>
</tr>
<tr>
<td><strong>MLS</strong></td>
<td><strong>FIRS-2</strong></td>
</tr>
<tr>
<td>−5%</td>
<td>+10%</td>
</tr>
<tr>
<td><strong>HARV</strong></td>
<td><strong>CMDL</strong></td>
</tr>
<tr>
<td>+15%</td>
<td>−2%</td>
</tr>
<tr>
<td><strong>CMDL</strong></td>
<td><strong>LMD balloon (frostpoint)</strong></td>
</tr>
<tr>
<td>−2%</td>
<td>+5%</td>
</tr>
<tr>
<td><strong>SAGE II</strong></td>
<td><strong>No indirect comparisons considered for</strong></td>
</tr>
<tr>
<td><strong>(SR)</strong></td>
<td><strong>climatological comparisons.</strong></td>
</tr>
<tr>
<td>−4%</td>
<td></td>
</tr>
<tr>
<td><strong>(SS)</strong></td>
<td><strong>No indirect comparisons available for</strong></td>
</tr>
<tr>
<td>−14%</td>
<td><strong>this assessment.</strong></td>
</tr>
<tr>
<td><strong>(climatological comparisons)</strong></td>
<td></td>
</tr>
<tr>
<td><strong>POAM III</strong></td>
<td><strong>MKIV</strong></td>
</tr>
<tr>
<td><strong>(NH,SR)</strong></td>
<td><strong>+6%</strong></td>
</tr>
<tr>
<td>−2%</td>
<td><strong>FIRS-2</strong></td>
</tr>
<tr>
<td><strong>(SH,SS)</strong></td>
<td><strong>+5%</strong></td>
</tr>
<tr>
<td>+3%</td>
<td><strong>MIPAS</strong></td>
</tr>
<tr>
<td><strong>FISH</strong></td>
<td><strong>−1%</strong></td>
</tr>
<tr>
<td><strong>(SH,SS)</strong></td>
<td><strong>FISH</strong></td>
</tr>
<tr>
<td><strong>(NH,SR)</strong></td>
<td><strong>−2%</strong></td>
</tr>
<tr>
<td><strong>+3%</strong></td>
<td>(indirect ILAS comparisons valid for NH)</td>
</tr>
<tr>
<td><strong>ATMOS</strong></td>
<td><strong>−8%</strong></td>
</tr>
<tr>
<td><strong>+5%</strong></td>
<td><strong>MKIV</strong></td>
</tr>
<tr>
<td><strong>+3%</strong></td>
<td><strong>AL</strong></td>
</tr>
<tr>
<td><strong>HARV</strong></td>
<td><strong>+18%</strong></td>
</tr>
<tr>
<td><strong>MKIV</strong></td>
<td><strong>+13%</strong></td>
</tr>
<tr>
<td><strong>+13%</strong></td>
<td><strong>ILAS</strong></td>
</tr>
<tr>
<td><strong>+10%</strong></td>
<td><strong>FIRS-2</strong></td>
</tr>
<tr>
<td><strong>+15%</strong></td>
<td><strong>HARV</strong></td>
</tr>
<tr>
<td><strong>+20%</strong></td>
<td><strong>JPL TDL</strong></td>
</tr>
<tr>
<td><strong>+15%</strong></td>
<td><strong>NOAA AL Lyman-alpha (AL)</strong></td>
</tr>
<tr>
<td><strong>+8%</strong></td>
<td><strong>ATMOS</strong></td>
</tr>
<tr>
<td><strong>+10%</strong></td>
<td><strong>HARV</strong></td>
</tr>
<tr>
<td><strong>+23%</strong></td>
<td><strong>CMDL</strong></td>
</tr>
<tr>
<td><strong>+12%</strong></td>
<td><strong>JPL TDL</strong></td>
</tr>
<tr>
<td><strong>FIRS-2</strong></td>
<td><strong>+5%</strong></td>
</tr>
<tr>
<td><strong>+5%</strong></td>
<td><strong>NOAA CMDL (frostpoint)</strong></td>
</tr>
<tr>
<td><strong>+15%</strong></td>
<td><strong>ATMOS</strong></td>
</tr>
<tr>
<td><strong>+10%</strong></td>
<td><strong>HARV</strong></td>
</tr>
<tr>
<td><strong>+42%</strong></td>
<td><strong>CMDL</strong></td>
</tr>
<tr>
<td><strong>LMD balloon (frostpoint)</strong></td>
<td><strong>+13%</strong></td>
</tr>
<tr>
<td><strong>(tropics)</strong></td>
<td><strong>FISH Lyman-alpha</strong></td>
</tr>
<tr>
<td><strong>+15%</strong></td>
<td><strong>−8%</strong></td>
</tr>
<tr>
<td><strong>LMD balloon (frostpoint)</strong></td>
<td><strong>FISH Lyman-alpha</strong></td>
</tr>
<tr>
<td><strong>(Sweden)</strong></td>
<td><strong>−5%</strong></td>
</tr>
</tbody>
</table>
Figure 2.72. Summary of the relationship between stratospheric measurements assessed in this report for 3 altitude ranges. The symbols give the direct percentage difference from HALOE, and the horizontal lines show the range of the indirect comparisons presented in Tables 2.5–2.7. Each tick mark is 1%, and the placement for HALOE is indicated by the dotted line. Where no direct comparison was available, the symbols give the average of the indirect comparisons.
At levels above 50 hPa, overall agreement between the sensors compared is quite good. The range of the direct comparisons with HALOE is less than 20%, with a clustering of nearly all the instruments within a range of 10% and instruments agreeing to within their stated levels of uncertainty. In the lowest layer considered, the agreement is still good in general, although the direct comparison extremes cover a range of 30% and most of the instruments compared fall within a 15% range.

From this set of comparisons, it appears that the infrared instruments agree well with each other and with the balloon-borne \textit{in situ} instruments. The MLS stratospheric water vapour is biased low relative to the other instruments at all levels. In the 10-50 hPa layer, the two frostpoint instruments considered tend to be biased slightly low relative to most of the other measurements. This is not true in the 60-100 hPa layer, where both frostpoint instruments fall in the middle of the cluster of comparisons. The one stratospheric aircraft TDL instrument was not only biased larger than the other instruments at its cruise flight level, but there was a pressure dependence to its difference with the coincident Lyman-\(\alpha\) measurements. Three Lyman-\(\alpha\) instruments were considered, and there was not a consistent bias associated with the three as a whole. However, one of the instruments was biased high relative to the others in flight, but agreed within stated uncertainties when compared with both a frostpoint and another Lyman-\(\alpha\) instrument under controlled laboratory conditions. This indicates that the fundamental \textit{in situ} techniques are well understood, but that implementations of those techniques on airborne platforms are not. The reason for the larger spread in flight conditions is not understood; the problem deserves further attention.

Three of the solar occultation satellite instruments (SAGE II, ILAS and POAM III) show significant sunrise-sunset differences that deserve further examination. SAGE II is biased low in the 60-100 hPa layer, but there are likely aerosol contamination problems with its lower stratosphere retrievals associated with the decay of aerosol from the eruption of El Chichón. Although useful for deducing certain aspects of atmospheric behaviour, one should ensure that the research application fits the capabilities of the SAGE II data set. Filtering to avoid regions of high aerosols is likely needed. A new retrieval has been recently released, but it remains to be seen what improvements result. It should be noted that such an aerosol contamination problem is not unique to the SAGE II data. As described in section 2.4.2, during its first year of operation, HALOE measurements in the tropics are also likely affected by Mt. Pinatubo aerosols.

In spite of the differences detailed above, it appears that the agreement between different instruments measuring stratospheric water vapour has improved significantly over the past 15 years. Results presented in \textcite{Albritton1985} (see their Figure C-7) show a range of 50-60\% between different balloon-borne instruments in an organised comparison, with no clear apparent clustering of measurements. In the present set of comparisons, the majority of the instruments cluster within a 10\% range at all levels, with the extremes of the indirect comparisons of clustered instruments separated by \(\sim 30\%\). If the small number of instruments that fall at the high and low ends of the comparisons are considered, the extremes of the indirect comparisons are separated by \(\sim 50\%\). Still, the bulk of the instruments agree well with their stated errors. This should be considered a vast improvement over the state of stratospheric water vapour measurements in the early 1980's.

Existing measurements should be adequate for describing the seasonality of lower stratospheric water vapour, and deducing certain aspects of stratospheric transport and stratosphere-troposphere exchange. Yet, even this seemingly good agreement is not sufficient to allow combining instrumental records to estimate long-term changes in stratospheric water vapour. Deduced changes presented in section 2.5.5 are on the order of 1\%/year. 10\% agreement is not sufficient to allow combination of time series from different instruments; the biases are still
larger than the signal of interest. A long data set from the same instrument is more valuable than a series of short data sets from different instruments for long-term change determinations. Continuing to fly instruments with extensive histories is important for monitoring the stratosphere for long-term changes in water vapour.

2.6.2 Upper tropospheric humidity comparisons

Because of the radiative importance of water vapour in the upper troposphere and the potential for long-term change, an assessment of the quality of the data in this region of the atmosphere is an essential part of this chapter. In terms of available data for describing the distribution and understanding the processes that control water vapour in the upper troposphere, the data set from the HIRS sensor on TOVS is the most comprehensive in geographic coverage and length of record. The world-wide radiosonde network has provided tropospheric humidity measurements since the 1940's. The length of record and global coverage suggest that radiosondes have the potential for providing data for addressing questions about water vapour behaviour, and could be an important tool for evaluating other measurement techniques. However, the radiosonde network humidity sensor performance tends to be of poor quality at cold temperatures and low pressures (see section 1.1.4), which are precisely the conditions experienced in the upper troposphere. Additionally, as noted in section 1.1.4, there have been numerous changes in instrumentation over the existing data record, this complicates analysis of such data for long-term changes. However, because of their relatively low cost, operational radiosondes have been, and likely will continue to be, used for validation purposes of upper tropospheric humidity. The recent improvement of radiosonde humidity sensors holds some promise for obtaining better data from these operational instruments. Comparisons presented in this chapter (section 2.2.3) between the widely used Vaisala Humicap A sensor and the NOAA-CMDL frostpoint instrument show, for example, that at temperatures of ~60°C the reported humidity from the radiosonde is only one half of the frostpoint instrument value. From this type of comparison, a correction algorithm to improve the quality of the upper tropospheric radiosonde data was developed. However, application of this correction to the archived Vaisala radiosonde data set for the period 1991-1994 for comparison with the MLS upper tropospheric water vapour product yielded inconsistent results that are not currently understood (see section 2.3.2). Appropriately calibrating the radiosonde humidity element for the temperature conditions of the troposphere can improve the accuracy of the measurements (section 2.2.3). Such calibrations are being implemented in newer radiosonde models.

In addition to radiosondes, several other non-satellite systems were compared primarily with a view toward their value in evaluating the TOVS and MLS upper tropospheric water vapour products, but also for their potential as new technologies for future measurements. Both DIAL and Raman LIDAR systems were compared with radiosondes as well as airborne systems using chilled mirror hygrometers. The LIDARs gave results in the troposphere within about 10% of the correlative measurements, suggesting that such systems can accurately measure water vapour, and that if deployed in sufficient numbers could provide profile data for satellite validation.

Commercial aircraft provide a platform from which upper tropospheric water vapour data can be obtained on a regular basis in heavily used flight corridors. The MOZAIC program currently provides such data using a specially calibrated sensor similar to the Vaisala radiosonde Humicap-H. This set also provides potential satellite correlative data. Comparisons of the MOZAIC sensor with airborne frostpoint and Lyman-α hygrometers as part of designed validation experiments show that the MOZAIC measurements are accurate to about 10% in mixing ratio for flight altitudes in the upper troposphere.
From the direct water vapour measurements summarised above, comparisons were carried out with the MLS and TOVS satellite observations. The high variability of water vapour in the upper troposphere leaves significant ambiguity in the conclusions from these comparisons. At present, it must be concluded that the direct measurements of UTH do not provide a strong constraint on the satellite measurements of UTH. At the two highest MLS retrieved levels (147 hPa and 215 hPa) the biases are smaller (about 10%) than those at the lower two altitudes where all of the comparisons suggest a dry bias of MLS. Published comparisons of radiosonde humidities with TOVS data show that the radiosondes indicate substantially smaller humidity values. A recent comparison of a fairly small number of properly calibrated radiosonde sensors with TOVS UTH showed only small biases. In the TOVS comparisons with MOZAIC, it was found that at higher latitudes, the satellite weighting function peaked at a different altitude than the aircraft observations. This results in biases between the derived humidities from the two techniques. For comparisons at low humidities, the MOZAIC measurements are smaller than are those from TOVS. However, the bias derived is not statistically significant. An important issue is that the variability of the means of the smaller MOZAIC data set differs significantly from that of the much larger TOVS data set. This indicates that the smaller MOZAIC data set is not adequately capturing the true atmospheric variability, and thus statistical comparisons between the disparate data may not be meaningful.

Comparisons of SAGE II integrated water vapour between 200-500 hPa with integrated TOVS data suggest that SAGE II sampling is insufficient to properly characterise the full variability of upper tropospheric water vapour. Although TOVS samples much more frequently than MLS, the two instruments have similar sampling volumes. These two instruments provided the best opportunity for comparison of satellite UTH. At the 316 hPa level (near the peak of the TOVS-HIRS channel 12 weighting function), the TOVS and MLS give similar results. At very low and at very high values of UTH, MLS averages are biased low relative to TOVS. This is likely due to the small number of coincidences. In the mid-range of UTH there is virtually no bias. Overall these two systems that use very different techniques appear to produce comparable results on monthly averaged time scales.

2.6.3 Conclusions and recommendations

Over 25 instruments representing several techniques were assessed for the quality of the data that they produce. More conclusive results about data quality could be drawn from the stratospheric comparisons than those in the upper troposphere. In some ways this reflects the fact that in the upper troposphere water is more dynamic and variable, making comparisons more difficult. It also appears, however, that greater emphasis has been placed on, and attention paid to, developing and validating stratospheric water vapour observations. For both the stratosphere and troposphere there is no single technique or instrument platform that is recognised as a standard to which other techniques should be compared, and thus comparisons were made relative to one another.

In the stratosphere, a reasonable degree of consistency was found among measurements made from near the tropopause up to 50 km (~1 hPa). The majority of the instruments considered clustered within a 10% range, although direct comparisons among other individual instruments showed larger differences, however, with some of these exceeding 30%, and indirect intercomparisons reached 50%. For differences smaller than about 10%, the quality of comparisons makes it difficult to determine the cause of the differences since they may be related to factors such as coincidence of measurements that are affected by atmospheric variability. However, even much larger differences, that indeed appear to be real, such as those between MLS and the Harvard Lyman-α instrument, do not seem to have causes that were revealed through this assessment process.
There is only one stratospheric water vapour data set of 20 years duration that has a nearly continuous time series available for determination of long-term changes. There are, however, a number of sets that have sampled periodically over a long period and several time series of intermediate length (8-15 years) that can be used for evaluating stratospheric changes. Although not definitive, these observations are consistent in suggesting that water vapour has increased at about 1%/year over the past 50 years. The record also suggests that this increase has not been uniform but has varied over this period.

In the upper troposphere the TOVS data set is the most extensive in length of record and geographic coverage, and is the only one capable of answering many of the scientific questions about water vapour in this region of the atmosphere. It was therefore the data set that was the focus of the UT data quality assessment. The tropospheric MLS sensor provided the best data set for comparison with TOVS and only small biases were found between them. Comparisons between TOVS and MLS and direct water vapour measurements from radiosondes and aircraft did not provide strong constraints on the performance of the satellite sensors. In part this was due to the shortcomings in the direct measurements, particularly the radiosondes. However, there are also difficulties with making comparisons in an inhomogeneous atmosphere when instruments have very different spatial coverage and altitude resolution. The assessment of the TOVS data did not reveal any major inconsistencies in this data set that would preclude its use in describing the behaviour of upper tropospheric humidity.

Several recommendations that can be made from this evaluation of data quality include:

- Further studies, including well designed intercomparison experiments and laboratory work, are required to quantify and understand the differences between stratospheric water vapour sensors, particularly in situ instruments that are required for providing high altitude resolution data for processes of water vapour transport between the troposphere and stratosphere.

- Strong validation programs including correlative measurements need to be a part of water vapour satellite measurement efforts. In the upper troposphere such validation has not been a part of the measurement program. Improvement of radiosonde observations of water vapour and wider use of LIDAR would aid in such validation.

- Greater attention needs to be paid to the continuity of measurements for determination of long-term changes in both the stratosphere and upper troposphere including overlap of satellite measurements. In particular, instruments with a history of high quality measurements should continue to operate in order to monitor long-term changes in stratospheric water vapour.
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3.1 Introduction

Knowledge of the distribution and temporal variability of water vapour in the UT/LS is important for a variety of current scientific problems. However, our knowledge shows some surprising gaps, given the wide range of observational and modelling power now available to us. Previous attempts have been made to summarise and understand this time-dependent distribution (e.g. see the book by Ludlam, [1980]; see also, Harries, [1976]; Peixoto and Oort, [1992]), with some success, though the fundamental questions of precisely what mechanisms control the distribution of water vapour in the UT/LS have in many cases remained unsolved. This chapter brings together a summary of our understanding of the mechanisms that control the distribution and variability of water vapour in the UT/LS, based on the findings of Chapters 1 and 2. The remainder of this Introduction illustrates some of the scientific issues of radiation, dynamics and chemistry that depend on this understanding.

3.1.1 Radiation

The principal impact of water vapour on the radiative balance of the Earth is through the long-wave, infrared part of the spectrum. Water vapour has an intense pure rotation band stretching from about 50 to 400 cm\(^{-1}\) (200-25 µm wavelength), and a strong \(\nu_2\) vibration-rotation band centred at about 1590 cm\(^{-1}\) (\(\approx\)6.3 µm), extending for over 100 cm\(^{-1}\) in both directions [Goody, 1964]. In addition, water vapour exhibits the curious ‘continuum’ absorption across wide reaches of the infrared spectrum, being most noticeable in the ‘window’ region between about 800 and 1250 cm\(^{-1}\) (12.5-8.0 µm; see Bignell, [1970]; Burch, [1981]). Because of the strong absorption and emission by these bands, water vapour is the dominant greenhouse gas in the atmosphere. Figure 3.1 shows a calculation of the spectrally resolved greenhouse parameter for a tropical and a sub-Arctic winter model atmosphere [Brindley and Harries, 1998]. The greenhouse parameter shows the difference between the flux of radiation leaving the Earth’s surface (at an assumed temperature), and the flux leaving the top of the atmosphere. This is a measure of the energy trapped in the earth system by the atmosphere, as a function of wave number. The importance of the pure rotation band of water vapour (50 to 400 cm\(^{-1}\)), highlighted in work by Doherty and Newell [1984] and Clough et al., [1992], is clear from this diagram. Figure 3.2, also taken from work by Brindley [1998] shows the cooling rate for the same two model atmospheres, showing the importance of the far infrared emission to space, between about 100 and 500 cm\(^{-1}\) (100-20 µm). This cooling is largest in the mid to upper troposphere. Clearly, this mechanism of planetary cooling is important in maintaining the energy balance of the Earth, and so is of great importance in climate models. However, due to the considerable uncertainty over the concentration and variability of water vapour in the upper troposphere, it is unclear at present whether or not these models correctly represent these cooling rates. More work is required to establish upper tropospheric concentrations and variability, and to measure radiative flux divergences \textit{in situ} in the atmosphere.

Current radiative problems that require an accurate knowledge of water vapour distributions include:
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Figure 3.1. Water vapour greenhouse effect as a function of wave number for an atmospheric profile typical of (top) the tropics and (bottom) sub-Arctic winter. The dashed curve in each panel shows the Planck blackbody radiation for the indicated temperature, and the solid curve shows downward long-wave emission from the atmosphere.

Figure 3.2. Variation of long-wave cooling rates with pressure and wave number for the Tropical (top) and sub-Arctic winter (bottom) model atmospheres depicted in Figure 3.1. Adapted from Brindley and Harries [1998]. Units of K per day per wave number.
• The stability of UT cooling to space in the presence of water vapour concentration variations. An interesting compensation exists between density and temperature in the UT, because if optical density increases (decreases), emission takes place from a higher, colder (lower, warmer) layer, because of the negative lapse rate with height (see, for example, Sinha, [1995]; Slingo and Webb, [1997]). The radiative response of the UT to a changing climate depends on the balance between these two effects.

• Some controversy still surrounds the related question of whether the water vapour climate feedback effect is positive or negative in the UT [Lindzen, 1990; Rind et al., 1991]: a question remains as to whether dynamical motions might respond to global warming by producing a drier UT.

• Recent studies by Allan et al., [1999] have demonstrated that in the tropics, where high humidity effectively decouples surface radiation from the energy that emerges from the top of the atmosphere, the outgoing long-wave radiation depends strongly on atmospheric humidity, but only weakly on surface temperature. Conversely, at higher latitudes, where humidity is lower, the outgoing long-wave radiation is strongly coupled to the surface conditions, but less so atmospheric humidity. It is not clear how such dependence might change with time.

• Work on the spectral distribution of the impact of climate change on the outgoing long-wave radiation spectrum [Slingo and Webb, 1997, Brindley and Harries, 1998, Allan et al., 1999], has increased our understanding in recent years of how water vapour and its variability affects the spectrum of outgoing long-wave radiation, and therefore the climate system. Some recent work has suggested that observations of spectrally resolved outgoing long-wave radiation may contain signatures of climate change, but more work is required in order to establish this possibility.

• In the stratosphere, the humidity is extremely low: mixing ratios of a few parts per million are typical, as has been well known for many years. Even so, the radiative effects of stratospheric water vapour are significant [Goody, 1964; Forster and Shine, 1999; Shindell, 2000]. Evidence has been accumulating over many years [e.g. Oltmans and Hofmann, 1995] that mixing ratios in the lower stratosphere may change with time: the question therefore arises as to what is the radiative impact of such changes.

In all these areas, key uncertainties include an accurate knowledge of the distribution, variability and trends of water vapour, and how these effects interact with the radiation field and the climate.

3.1.2 Dynamics

Water vapour distributions are strongly influenced by atmospheric dynamics, but also influence them in turn. Thus, observed water vapour distributions can serve as useful diagnostics of the atmospheric circulation. Water vapour condensation also provides a substantial reservoir of heat in the atmosphere, so that accurate knowledge of water vapour is also mandatory for accurate predictions of the future development of the circulation.

The diagnostic applications of water vapour observations are clear. First, imagery of upper tropospheric water vapour now available from geostationary satellites demonstrate structures which have been used to improve our understanding of the general circulation of the middle and upper troposphere [e.g. Woodberry et al., 1991]. Nimbus 7 provided quantitative near-global measurements of lower stratospheric humidity for the first time [Gille and Russell, 1984; Russell et al., 1984; Remsberg et al., 1984]. The nearly one decade of measurements of water vapour in the lower stratosphere from the HALOE instrument on UARS have been particularly valuable [Russell et al., 1993; Harries et al.,
as have the long time series of balloon frost point measurements by Oltmans, and before him, Mastenbrook [Oltmans and Hofmann, 1995].

Conversely, the influence of water vapour on dynamics is also well recognised by forecasters and climatologists. The atmospheric temperature structure would be dramatically different if not for water vapour condensation. Storm initiation and development have also been shown to depend on water vapour abundance, not only in the boundary layer [Normand, 1938] but also in the middle and perhaps upper troposphere [e.g. Stommel, 1947, Peppler and Lamb, 1989]. The ability of vapour to influence cloud populations also gives it a strong indirect influence on large-scale dynamics, including those in the UT/LS.

Despite this progress, the dynamical processes that control the dryness of the stratosphere have remained enigmatic for more than three decades, despite a huge volume of work, much too voluminous to list in this report with any adequacy. The original Brewer-Dobson hypothesis [Brewer, 1949, Dobson et al., 1946], and other early pioneering work [e.g. Mastenbrook, 1968] remains the foundation of thinking, but many other subtle effects have been identified. These include:

• The prospect of a stratospheric ‘fountain’ identified by Newell and Gould-Stewart [1981], that is the possible existence of particularly important regions for stratospheric injection, caused by variation of the power of the convective ascent of air in tropical regions, at different longitudes;

• The discovery of the ‘hygropause’, a minimum in tropical mixing ratios at a height above the local tropopause, by Kley and colleagues [Kley et al., 1979];

• Evidence for steep latitudinal gradients of water vapour (and other constituent) mixing ratios at the edge of the tropics [Murphy et al., 1993; Holton et al., 1995];

• Work on the exchange between the lower stratosphere and the upper troposphere associated with the sub-tropical jet stream [Vaughan and Timmis, 1998];

• Ideas about the role of tropopause-penetrating thunderclouds as sources of dry air from Johnston and Solomon [1979] and Danielsen [1982, 1993];

• Observations of the distribution of water vapour by many workers, notably by Kley et al. [1979], Kelly et al. [1993], Rosenlof et al. [1997], and others using the Lyman-α hygrometer;

• Observations and analysis of hemispheric and polar vortex distributions of water vapour [e.g. Tuck et al., 1997];

• Polar orbiting satellite observations, pioneered by the Nimbus 7 LIMS experiment [Russell et al., 1984], and followed by others: SAGE II [McCormick et al., 1993], the UARS instruments, HALOE (see earlier references), ISAMS [GossCustard et al., 1996] and MLS [Waters et al., 1999]. HALOE and MLS data have led to the identification of the ‘tape recorder’ idea – see Mote et al., [1996]. Work to combine the observations from different instruments has proved valuable, for example by Jones et al., [1986] to merge the water vapour from the LIMS experiment on Nimbus 7 with the methane measurements provided by the SAMS experiment on the same satellite;

• Recent work [Rosenlof et al., 1997, Dethof et al., 1999] has illustrated the impact of the surface topography (e.g. the Tibetan plateau) on the dynamics of the UT/LS region, and the transport of humidity into the stratosphere.
Despite the huge progress achieved, substantial uncertainties exist. Most prominent, of course, is the remaining uncertainty over the specific processes that keep the stratosphere so dry! Behind this and many related questions lies the difficulty that the large scale phenomenon that we observe – the dry stratosphere - is probably due to the collective effect of one or more small scale processes occurring over a large regime of the tropopause region (see section 3.3.3). The processes that control the dryness of the stratosphere are almost certainly smaller than the scales represented in our models, and also difficult to parameterise. They are also extremely difficult to observe, maybe because of this small scale, or simply because of the difficulty of their detection (e.g. detecting the drying effect of penetrating thunderclouds).

3.1.3 Chemistry

Water vapour is important for atmospheric chemistry in several ways. It is the source of OH, the hydroxyl radical, in both the troposphere and the stratosphere. OH is of direct importance in many chemical cycles in both regions [Brasseur and Solomon, 1984, Wayne, 1985]. OH and more generally hydrogen oxides (HOX = OH + HO2) take part in an important catalytic cycle for regulating the production and destruction of ozone in both the troposphere and stratosphere [Wennberg et al., 1994]. OH also controls the oxidising capacity (cleansing) of the atmosphere for short lived gases and regulates the lifetimes of the longer lived species such as CO and CH4. Thus, it is important to understand the dynamics driving the concentration and distribution of water vapour, as well as the chemical and photochemical reactions transforming water vapour into OH.

The budget of hydrogen in the stratosphere has been studied by a number of workers, including Le Texier et al. [1988], the satellite work already mentioned by Jones et al. [1986], and by Pyle et al. [1983]. These papers, and many others, have discussed the oxidation of methane to produce water vapour, as an in situ stratospheric source of humidity.

In this chapter we discuss the variability of water vapour in the upper troposphere and lower stratosphere using the observations discussed in Chapters 1 and 2. We start with the annual mean distribution in section 3.2. The seasonal cycle, which is the dominant time scale of variability in both the UT and LS is discussed in section 3.3. In section 3.4 we discuss longer (interannual) and shorter (intraseasonal) variations in water vapour, along with small scale or ‘transient’ variations. Finally, in section 3.5 we discuss long-term variations in the distribution of water vapour in the upper troposphere and lower stratosphere. These various time and space scales require using a full suite of in situ, ground-based and satellite observations of water vapour. This analysis focuses on those data sets with significant time and space resolution to cover the various modes of variability. As a result, extensive use is made of satellite data where possible. In situ data are also shown where appropriate. Having available the analysis in chapter 2, we show only those data that best illustrate the variability discussed.
3.2 Mean Distribution of LS/UT Water Vapour

The mean distribution of water vapour is best described using global satellite data sets, which offer a large number of measurements in space and time. In the stratosphere, we focus on data from HALOE and to a lesser extent MLS and POAM. In the troposphere, we focus on data from HIRS and MLS.

Trace constituents in the stratosphere, water vapour included, tend to have relatively small variations along a latitude circle except in the lower-most stratosphere. These variations are even smaller along a streamline and smaller still along a curve with constant potential vorticity (PV) and constant potential temperature (θ). The zonal dimension adds little information about water vapour, at least once the zonal variations of the flow have been noted. Therefore, most of the results we show in the stratosphere either have been zonally averaged or have been averaged along a PV-θ contour.

In the troposphere, by contrast, the water vapour distribution is more fully three-dimensional, with very large variations (up to four orders of magnitude) in the vertical. Even so, in the tropics and subtropics, the horizontal patterns are qualitatively similar over a considerable range of altitudes, so that the vertical variations can to some extent be ignored. Therefore, for the troposphere, we focus on horizontal variations.

3.2.1 Lower Stratosphere

The annual mean water vapour distribution in the lower stratosphere is shown in Figure 3.3. The key features are a sharp vertical gradient at the tropical tropopause and in the extratropical lower stratosphere, a minimum in the tropics at or just above the tropopause, and gradual increases upward and poleward. Following Kley et al. [1979], we refer to the minimum in water vapour as the “hygropause,” and we note that in the annual zonal mean it occurs near the 400 K potential temperature surface. As noted in Chapter 2, HALOE has a slight dry bias at these altitudes, so it is possible that the sharpness of the dry feature in Figure 3.3 is an exaggeration.

Before discussing the mechanisms responsible for producing these features, we first describe how the figure was constructed. HALOE water vapour measurements for the years 1991-1999 were averaged following the method of Randel et al. [1998], making use of MLS data in polar regions only to fill in gaps in the HALOE coverage. The data are averaged following a PV-θ contour (see above) and then mapped to the “equivalent latitude” [Buchart and Remsberg, 1986] of the PV contour, i.e., the latitude at which the area enclosed by a latitude circle equals the area enclosed by the PV contour. Equivalent latitude better preserves geophysical gradients around the polar vortex by classifying air dynamically [see Randel et al., 1998]. Outside of polar regions the values are nearly identical to zonal means. The vertical sampling of these HALOE data is ~0.3 km and it has a vertical resolution of ~2 km, with observations available in cloud-free regions above the tropopause.

The key features in the mean distribution can be understood primarily as a balance among the following processes: (1) a mean meridional circulation, (2) stratospheric photochemistry, (3) dehydration at the tropical tropopause, (4) seasonal dehydration in the polar regions and (5) a variety of processes through which tropospheric moist air leaks into the extratropical lower stratosphere (below about 100 hPa). We now discuss each of these processes in more detail.
3. Distribution and variability of water vapour in the upper troposphere and lower stratosphere

3.6

4.0

4.4

4.8

5.2

5.5

6.0

6.4

400

Figure 3.3 Annual zonal mean water vapour from HALOE and MLS data by height and equivalent latitude. Contour interval of 0.2 ppmv. The thick dashed line is the tropopause, and the thick solid line is the 400 K potential temperature surface.

(1) Mean meridional circulation

Measurements of water vapour in the mid-latitude lower stratosphere in the 1940’s led Brewer [1949] to the deduction that air entered the stratosphere at the tropical tropopause and spread poleward. From Figure 3.3 it can be seen that the layer of driest air extends fairly far poleward, but is fairly shallow. Murgatroyd and Singleton [1961] deduced, on the basis of radiative calculations, that in the lower stratosphere, air must rise in the tropics and sink at the poles (Figure 3.4). This circulation, combined with the vertical gradient produced by methane oxidation (see below), explains the upward bulge in the tropics of isopleths in Figure 3.3 [see, for example, Remsberg et al., 1984].

Figure 3.4 Schematic streamlines of the Lagrangian-mean circulation during solstice season (summer on the left, winter on the right). From Dunkerton [1978].

At all levels in the extratropics, but especially in the lowest few kilometres of the stratosphere, nearly isentropic outward transport and mixing of dry tropical air combines with subsidence of moister air. Nearly isentropic transport and mixing are also suggested by
radioactive isotopes [Newell, 1963], laminae of high- and low-ozone air [Dobson, 1973], stratospheric aerosol observations [Trepte et al., 1993, Hitchman et al., 1994] and temperature anomalies associated with aerosol plumes [Newell, 1970]. These data suggest that it is rapid isentropic mixing that produces the layer of dry air in the lower stratosphere that covers much of the globe. This near-global minimum in the lower part of the stratosphere (below 20 km or so) is also observed in SAGE II water vapour data [Chiou et al., 1997]. Tuck et al. [1997] have also noted that the meridional mixing process above the tropical tropopause “recirculates” mid-latitude air with higher water vapour concentrations back into the tropical lower stratosphere in this layer.

A useful concept in describing distributions of trace constituents in the stratosphere is the “age of air” [Hall and Plumb, 1994]. In this view, each air parcel is composed of fluid elements that followed different paths to that point, each path with different photochemical exposure histories. The water vapour mixing ratio of the air parcel is determined by the combination of those fluid elements. Thus, the moist air in the upper stratosphere has a high mean age [Hall and Plumb, 1994]. The dry layer of the extratropical lower stratosphere (near 400 K; see Figure 3.3) is composed primarily of fluid elements with low mixing ratio that have travelled rapidly out from the tropical tropopause, but also of some fluid elements of high mixing ratio that have travelled all the way to the stratopause and then down at middle and high latitudes.

In addition to the mean meridional circulation, mixing of air by planetary-scale waves is also important in determining some of the details shown in Figure 3.3. Wave mixing varies strongly in latitude, height, and season, with weak mixing in the subtropics in all seasons (hence the tilting of isopleths there), seasonally varying strong mixing in middle latitudes of the winter hemisphere, and weak mixing at the edge region of the polar vortex in winter [Nakamura and Ma, 1997].

(2) Stratospheric photochemistry

Another important mechanism in determining the distribution of stratospheric water vapour is the oxidation of one molecule of methane into roughly two molecules of water [LeTexier et al., 1988; Brasseur and Solomon, 1986]. In addition to H$_2$O, air entering the stratosphere from the troposphere carries ~1.7 ppmv (1990s value) of CH$_4$ [Dlugokencky et al., 1998] and ~0.5 ppmv of H$_2$. In the stratosphere, CH$_4$ and H$_2$ are destroyed by photolysis [e.g., Scholz et al., 1970]. On time scales relevant to the mean distribution of water vapour (months to years), the oxidation of H$_2$ produces one H$_2$O molecule. Oxidation of CH$_4$ is more complicated, and leads to the production of both H$_2$O and H$_2$. The exact amount of these produced is a function of altitude and latitude, but generally results in ~2 water molecules for each methane molecule oxidised [Jones et al., 1986; LeTexier et al., 1988, Dessler et al., 1994; Hurst et al., 1999; Zöger et al., 1999]. The sum 2xCH$_4$+H$_2$O is, as a consequence, nearly constant except where air is significantly influenced by dehydration, like the polar regions (see below) and where air retains the seasonal cycle of tropopause temperatures (see section 3.2.2).

The lifetimes of CH$_4$ and H$_2$ are similar, more than 100 years in the lower stratosphere, decreasing to a few years at 30 km and a few months at 40 km. Because air in the stratosphere has a mean age of a few years, all of the stratospheric oxidation of CH$_4$ and H$_2$ is occurring in the middle and upper stratosphere. Therefore, air with low values of CH$_4$ or high values of H$_2$O in the lower stratosphere has been transported down from higher altitudes.
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(3) Dehydration at the tropical tropopause

There is widespread agreement that nearly all of the air that reaches the stratosphere above the global hygropause originally travelled through the tropical tropopause [Holton et al., 1995] and that the tropopause region acts like a “cold trap”, in which air is dehydrated to very low values. Indeed, only in the tropics are tropopause temperatures low enough to dehydrate air to the mixing ratios observed in the stratosphere [Brewer, 1949]. It is also generally agreed that convection, along with the mean meridional circulation mentioned above, plays a role in dehydration, but many important details are unclear. What is known about the effect of these processes on the water vapour distribution is discussed in detail in section 3.3.3. The combination of convection and the mean circulation creates a mean “entry mixing ratio” [H$_2$O]$_e$ of air into the tropical lower stratosphere, as discussed in detail in Section 2.5.4.

(4) Polar dehydration

In the polar vortices, temperatures are sometimes low enough in winter for the air to reach saturation, and the water vapour mixing ratio is lowered by dehydration [Kelly et al., 1989, Kelly et al., 1990]. Such dehydration is strong enough in the southern polar vortex, even though it is only seasonal (between late May and mid-October), to affect the annual mean there (Figure 3.3). Below about 400 K in spring and early summer, dehydration can affect mid-latitudes (see Section 3.3.1), but has little influence on the rest of the stratosphere [Mote, 1995, Rosenlof et al., 1997]. While dehydration has been observed in the Arctic [e.g., Kelly et al., 1990], it occurs much less frequently owing to the Arctic’s warmer temperatures. Consequently, significant decreases of vortex-averaged water vapour have not yet occurred in the Arctic. The poleward decrease seen in Figure 3.3 may result from high values over the northern mid-latitude monsoon rather than from polar dehydration.

(5) Tropospheric leakage to the extratropics

Air in the mid-latitude lower stratosphere below the altitude of the tropical tropopause has considerably higher water vapour mixing ratios than air in the tropical stratosphere (Figure 3.3), and must have leaked from the troposphere without passing the tropical tropopause cold trap [Brewer, 1949; Dessler et al., 1995]. This leakage occurs through two primary pathways, as we discuss in the next paragraph. However, because of the subsidence at these latitudes (Figure 3.4), very little of this air influences the stratosphere above about 380 K. The Southern Hemisphere lower stratosphere between the tropopause and the 380 K potential temperature surface is slightly drier than the northern hemisphere, partly because of moistening by the vigorous northern monsoon [e.g., Stone et al., 2000].

The moist air observed must have reached the lowermost stratosphere along one of two paths: (A) vertically from the extratropical troposphere, or (B) quasi-isentropically from the tropical troposphere through the subtropical gap. Many observational studies [Murgatroyd, 1965; Dobson, 1973; Ray et al., 1999] showed that entry through path B is probably occurring. Evidence for the convective injection path has also been found (e.g., Roach [1966], Johnston and Solomon [1979], Poulida et al. [1996]), but convection rarely reaches 2 km above the local tropopause.

Quasi-isentropic exchange (path B) occurs when synoptic events create “tropopause folds” in the subtropics [Reed and Danielsen, 1959] that significantly deform the tropopause structure and eventually deposit stratospheric air into the troposphere, and vice versa. One possible mechanism is advection by low-latitude troughs [e.g., Mote et al., 1994; Mecikalski and Tripoli, 1998; Kiladis, 1998]. Chen [1995] noted that this exchange is restricted above
340 K in the winter hemisphere, and that the permeable summer subtropical barrier is due to the monsoon circulation in each hemisphere: the Asian and Mexican monsoons in northern summer [e.g., Dunkerton, 1995], and the Australian and South American monsoons in southern summer. Aircraft directly inject water vapour into the lowermost stratosphere [Hoinka et al., 1993, Gettelman and Baughcum, 1999], but model simulations [Danilin et al., 1998] suggest that this will have a negligible impact on the abundance of water vapour in this region.

Concluding remarks about the annual mean

In summary, the annual mean distribution of water vapour illustrated in Figure 3.3 can be understood broadly as a balance of the above processes. However, a fuller understanding of water vapour, even in the annual mean sense, requires considering the seasonal variations in the mechanisms that influence it. We return to this subject in section 3.3.1.

A useful quantity in the total hydrogen budget of the stratosphere is the mean entry mixing ratio, $[\text{H}_2\text{O}]_e$, (see section 2.5.4). $[\text{H}_2\text{O}]_e$ is, in principle, an aggregate result of the various conditions under which air enters the stratosphere (see point 3 above, and section 3.3.3), but because these conditions are not uniform in space or time, $[\text{H}_2\text{O}]_e$ cannot be calculated directly from observed saturation mixing ratios at the tropical tropopause. Instead, it is generally estimated by sampling the methane and water vapour content of air some distance from the tropopause. Table 2.5 presented estimates of $[\text{H}_2\text{O}]_e$ with annual mean values for the 1990's ranging from 3.0 to 4.1, and a mean value of 3.7 ppmv. For this range of saturation mixing ratios, the range of temperatures is approximately 2°C. The differences between estimates of $[\text{H}_2\text{O}]_e$ shown in Table 2.5 are consistent with the instrumental biases discussed in section 2.6.1.

3.2.2 Upper Troposphere

In the troposphere, water vapour amounts are strongly modulated by thermodynamic constraints, and mixing ratios decrease by several orders of magnitude from the surface to the tropopause. Thus, relative humidity is preferable to absolute humidity. Examining and understanding upper tropospheric moisture. However, since tropospheric humidity exhibits strong seasonal and interannual variations, the long-term mean distribution is discussed only briefly. Section 3.3.2 will follow with a more thorough examination of tropospheric vapour in the context of the seasonal cycle.

For an overview of the long-term mean, we utilise data from HIRS (Figure 3.5). A broad band of high relative humidity is clearly visible extending across the tropics, even in the long-term mean. This band possesses three prominent maxima: over the maritime continent near 90°E, over South America around 60°W and over tropical west and central Africa near the Greenwich meridian. Similar patterns are observed with column water vapour measurements from SAGE II [Chiou et al., 1997]. The tropical maxima are associated with the ascending branches of the three tropical monsoon systems: the African Monsoon over central Africa, the Austral-Asian monsoon over the maritime continent, and the South American monsoon over the Amazon. These patterns are consistent with the Walker cell [Bjerknes, 1969] patterns of convective uplift of air with high moisture from below, and downwelling regions of low moisture from above. The maxima also coincide with areas of more frequent sub-visible cirrus clouds, as observed by Wang et al. [1996].

Minima in upper tropospheric humidity are found in the subtropics, also clearly illustrated in Figure 3.5. These minima are not symmetrical, and vary significantly with season. The
most persistent, and therefore most prominent in the annual mean, are those straddling the equator over the east Pacific. Dynamically, these can be accounted for as descending branches of a steady circulation forced by a tropical atmospheric heat source located in the deep tropics of the Indo-Pacific region where abundant latent heat release is known to occur [Gill, 1980]. Poleward of the subtropics, the upper tropospheric humidity increases with latitude. This gradient reflects decreasing temperatures at higher latitudes, rather than higher mixing ratios, and results mainly from the properties of meridional mixing as discussed in Section 3.3.2. The modest zonal asymmetries that occur are best understood seasonally and will also be discussed in Section 3.3.2.

Figure 3.5 Annual mean Upper Tropospheric Humidity over ice (UTHi) averaged for 1980-1987 from HIRS instruments, in percent.
3.3 Seasonal Cycle

The seasonal cycle is the largest source of variability for water vapour in the lower stratosphere and upper troposphere. The seasonal cycle in water vapour is well characterised by numerous in situ and remote observational data sets collected during the last decade, as discussed in Chapter 2, and here we use a number of these data sets to characterise the observed seasonal variability. Because of the physical differences between regions, we separate the observations and processes in the lower stratosphere (3.3.1), upper troposphere (3.3.2) and the region around the tropical tropopause (3.3.3).

Throughout these three regions, the processes mentioned in section 3.2 contribute to varying degrees to produce the seasonal cycle in water vapour, with different factors dominating in different locations. In most of the stratosphere above about 20 km, the circulation dominates the seasonal cycle. In the southern polar lower stratosphere, a very low minimum occurs during winter because of dehydration. In the mid-latitude lower stratosphere below about 20 km, the maximum occurs in summer largely because of exchange with the moist upper troposphere. In the upper troposphere, the seasonal variation in the distribution of water vapour is dominated by the seasonal migration of the Hadley-Walker circulation cells. Relative humidity in the upper troposphere in middle latitudes is generally lower in summer than in winter, owing to the strong annual cycle of temperature there. In the tropical tropopause region, a complex mix of large-scale circulation, local dehydration, and radiative and convective processes combine to produce a seasonal cycle (with a minimum in roughly February) whose signature remains detectable for a year and a half as air rises slowly through the tropical stratosphere.

3.3.1 Lower Stratosphere

Overview

The seasonal cycle of water vapour between the tropopause and ~28 km altitude is shown in Figure 3.6, derived from HALOE data during 1991-99. The seasonal cycle is derived from a harmonic fit of the data set formed by combining HALOE and MLS data as described in section 3.2. It is important to note that the effective vertical resolution of HALOE is ~2 km, and this vertical smearing results in an underestimate of seasonal extremes in the lower stratosphere [Mote et al., 1996, Andrews et al., 1999]. HALOE observations near the tropopause are at the lower limit of the instrument’s useful range, and individual profiles may have large errors as discussed in section 1.4.5. The monthly means in Figure 3.6 present a qualitative picture near the tropopause.

Perhaps the most striking features of the seasonal cycle shown in Figure 3.6 are the variations in the tropical minimum and the seasonal dehydration in the southern polar vortex, both highlighted by the shading of low values. The low mixing ratios that form near the tropical tropopause in January spread poleward to cover much of the lower stratosphere between 60˚N and 60˚S by April, approximately following the sloping isentropes near the ~380-400 K levels, and is evidence for relatively fast isentropic mixing between tropics and mid-latitudes.
The seasonal variation of water vapour in the lowermost stratosphere is further illustrated in Figure 3.7, showing the latitude-time evolution of HALOE data on the 380 K isentrope (~15 km); similar details in meridional structure are shown by Rosenlof et al. [1997] and Jackson et al. [1998]. These HALOE data suggest an absolute minimum centred slightly north of the equator during January-March, with the driest air then propagating both poleward and into the Southern Hemisphere. Relatively high water vapour values are observed during Northern Hemisphere summer centred near 30°N, coincident with the convective phases of the Asian and North American summer monsoons. The high water vapour air also appears to propagate poleward and into the Southern Hemisphere, in a similar manner to that of the low values 6 months earlier. The result of the asymmetric maxima in Figure 3.7 is that the annual cycle is substantially larger in the Northern Hemisphere than in the Southern Hemisphere, and also that the Northern Hemisphere is wetter than the Southern Hemisphere on a time mean basis [see Rosenlof et al., 1997]. As discussed in chapters 1 and 2 measurements at low altitudes are difficult to make, especially in the presence of cirrus clouds, which may bias the results towards dry values.
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Figure 3.7. Latitude-time evolution of water vapour mixing ratio near 380 K derived from seasonal cycle fits of the HALOE data.

Polar lower stratosphere

Low values of water vapour in Southern Hemisphere polar regions during winter-spring, associated with dehydration in the Antarctic polar vortex, have been observed from aircraft [Kelly, 1989; Kelly et al., 1990; Watterson and Tuck, 1989] and satellites [Russell et al., 1993; Pierce et al., 1994; Rosenlof et al., 1997; Randel et al., 1998; Morrey and Harwood, 1998]. Because of the intermittent sampling of HALOE, SAGE and MLS data, the temporal development of Antarctic dehydration is best observed by instruments on polar satellites, such as POAM or ILAS. Figure 3.8 shows POAM observations of water vapour over the south polar region (64°-88°S) during 1998, illustrating strong dehydration in the lower stratosphere over 12-22 km, beginning in midwinter (July) and persisting until vortex breakdown in December. The dehydration is consistent with polar stratospheric cloud observations by Watterson and Tuck [1989]. Vömel et al. [1995a] note that dehydration in the Antarctic sometimes begins in mid-June and is mixed out in September, finally disappearing in early December, broadly consistent with Figure 3.8. HALOE observations in Figure 3.6 indicate that the effects of dehydration may continue until January at 11-13 km poleward of ~60°S, though the data at these low altitudes should be treated with some caution.

The latitudinal extent of dehydration covers the interior of the Antarctic polar vortex in the lower stratosphere (out to equivalent latitudes of ~60°S, see Figure 3.6), with a sharp radial gradient in dehydration near the vortex edge [Pierce et al., 1994, Morrey and Harwood, 1998]. Rosenlof et al. [1997] estimate that 40% of vortex air per month mixes out below 450 K at the end of the austral winter, consistent with estimates from aircraft by Kelly et al., [1989], Tuck [1989] and Tuck and Proffitt [1997]. Satellite data, such as the HALOE data in Rosenlof et al. [1997] and the data in Figures 3.6 and 3.7 indicate that the dehydration influences latitudes 10°-20° outside the vortex. For example, the October frame of Figure 3.6 shows dry air extending to 45°S at 16 km (420 K). Mote [1995] shows that the influence from polar dehydration in the Southern Hemisphere extends equatorward...
to 50°S after vortex break-up. Polar dehydration thus significantly affects the bulk (zonal mean) concentration of water vapour in the lowest regions of the stratosphere poleward of 40°-50°S. It is not clear that there is significant effect equatorward of these latitudes.

![POAM Southern Hemisphere H2O](image)

**Figure 3.8.** Water vapour mixing ratio as measured by POAM in the Southern Hemisphere from April to December 1998. The profiles are obtained as daily averages of the POAM measurements, which are taken at latitudes from 64°-88°S. There is strong descent within the vortex during the first half of the period. In July, cold temperatures in the lower stratosphere result in dehydration, which persists for several months. In October, lower latitude air begins to mix in above the vortex, resulting in a double peaked structure in the profile.

Time series of polar water vapour measurements furthermore show evidence of downward mass flux in the middle stratosphere throughout winter in both hemispheres. This is seen for the Southern Hemisphere in the POAM data in Figure 3.8 and in both polar regions in the seasonal cycle derived from combined HALOE and MLS data (Figure 3.9). Downward motion is most evident in the movement of high water vapour values, which originate in the summer upper stratosphere (the result of methane oxidation). Eulerian estimates of isopleth movement give a rough estimate of the descent rate. In Figure 3.9 isopleths suggest downward movement with magnitude of ~1.5 km/month, similar to values inferred from CH₄ observations [Randel et al., 1998] and from radiative heating estimates [Schoeberl et al., 1995, Rosenfield et al., 1994] above 25 km. Lagrangian estimates of descent rates [Pierce et al. 1994, Manney et al. 1994] are a maximum of 1.5-4 km/month at 470 K [Manney et al. 1994]. A comparison of patterns in the Northern Hemisphere and Southern Hemisphere in Figure 3.9 suggests the high water vapour mixing ratios propagate more continuously throughout the winter in the Southern Hemisphere. This may be a result of the stronger isolation of the Antarctic vortex and with enhanced cross-vortex mixing in the Arctic [e.g., Bowman, 1993; Manney et al., 1994].
Mid-latitude lower stratosphere

Evidence for a seasonal cycle of water vapour in the mid-latitude lower stratosphere was observed by Bannon et al. [1952]. The cycle was also described by Mastenbrook [1968, 1974] from balloon-borne frost point measurements taken from Washington DC between 1964 and 1973. The amplitude of the seasonal cycle was found to decrease from 1.2 ppmv at 90 hPa to about 0.6 ppmv at 60 hPa, with a relative maximum during summer. Mastenbrook and Oltmans [1983] presented the data updated to 1982. A similar data set with extended sampling has been obtained from frost point measurements made at Boulder, Colorado (40°N) since 1979 [Oltmans and Hofmann, 1995]. Seasonal variability in the mid-latitude lower stratospheric water vapour has also been observed from in situ aircraft measurements [Hintsa et al. 1994, Dessler et al. 1995]. Figure 3.10 shows the average seasonal cycle over 1981-98 derived from balloon data over Boulder, Colorado, showing a pronounced annual cycle with a maximum during summer. These data show a relative minimum in the vertical profile of water vapour in the lower stratosphere, centred near 15 km in winter and near 18 km in summer. This minimum in the lower stratosphere is consistent with the zonal mean seasonal cycle seen in Figure 3.6. Such a minimum is impossible to achieve by local processes because water vapour is not locally close to saturation. Rather, this minimum is further evidence of rapid isentropic transport between the tropics and mid-latitudes in the lower stratosphere.

In mid-latitudes, care must be taken to separate seasonal variability from large amplitude meteorological variations, which can be substantial for infrequent and spatially localised measurements. One method to minimise such meteorological variations is to use the observed compact relationship between water vapour and long-lived tracers [e.g., Schoeberl et al., 1989, Boering et al., 1995]. Using simultaneous water vapour and N₂O measurements taken on board the NASA ER-2 research aircraft during 1992-1993, Hintsa et al. [1994] showed how water vapour at mid-latitude in the Northen Hemisphere exhibited a close relationship with N₂O, and exhibited a seasonal cycle with higher values in fall than in spring.
Tropical lower stratosphere

There is a strong annual cycle in water vapour in the tropical lower stratosphere (Figures 3.6 and 3.7), with minimum values in January-April and maximum values during August-November. Hints of these seasonal variations were noted by Mastenbrook [1968] from balloon observations over Trinidad, and by Kelly et al. [1993] from high altitude aircraft data taken over Panama in 1980 and Darwin, Australia in 1987. On the basis of such limited observations, Kley et al. [1979] and others offered a number of hypotheses to explain the “elevated hygropause” – that is, the existence of a minimum in water vapour at altitudes higher than the local tropopause.

With the benefit of satellite observations like those shown in Figure 3.11, we now know [Mote et al., 1995, 1996] that the variably elevated hygropause moves vertically throughout the annual cycle and is produced by seasonal variations in saturation mixing ratios at the tropical tropopause. The water vapour minimum is transported slowly upward, with typical vertical velocities of ~0.3 mm s⁻¹ [Rosenlof, 1995, Mote et al., 1998b], by the mean circulation, under conditions of very weak diffusion. The anomalies imprinted at the tropopause are identifiable for up to 18 months during which time they rise to altitudes of nearly 32 km. This phenomenon was termed the ‘atmospheric tape recorder’ by Mote et al. [1996].

Two aspects of the seasonal variations in tropical lower stratospheric water vapour offer clues about the dynamics of the lower stratosphere. First, the relationship in phase between the seasonal cycle measured in the tropics and mid-latitudes provides a measure of the transport time from the tropics to mid-latitudes. Angell and Korshover [1974] calculated a lag between tropical tropopause temperatures and stratospheric mid-latitude water vapour of a few months. From water vapour measurements presented by Mastenbrook and Oltmans [1983] (see also Figure 3.10) and McCormick et al. [1993], it appears that the seasonal cycle in mid-latitude lower stratospheric water vapour lagged that in the tropics by perhaps 2 months. Boering et al. [1995] inferred a transit time of 4-6 months in both November and May from the tropical tropopause (16.5 km) to 18-19 km in mid-latitudes. Volk et al. [1996] found a transport time scale from the tropics of less than 6 months below 19 km.
The second aspect is the attenuation of the tape recorder signal itself, which can be used to deduce the rate at which mid-latitude air dilutes tropical air and simultaneously (provided other information is available as well) the vertical diffusion rate. Estimates of the dilution or in-mixing time scales between the tropics and mid-latitudes have been made using the tape recorder signal [Mote et al., 1996; Hall and Waugh, 1998; Mote et al., 1998b; Andrews et al., 1999] and also using other trace constituents [Avallone and Prather, 1996; Volk et al., 1996; Minschwaner et al., 1996; Herman et al. 1998]. The in-mixing time scales are generally in the range of 12-18 months, but Herman et al. [1998] found a value of 30 months, and the most detailed calculation (using HALOE data at high vertical resolution) included the effects of vertical diffusion, and found much longer mixing time scales, as long as 80 months at about 22 km [Mote et al., 1998b]. Collectively these studies suggest a region of strong mixing in the lower tropical stratosphere below about 20 km, and a region that is much more isolated from mid-latitudes between 20 km and about 28 km. This isolation has important implications for ozone chemistry and the ozone distribution in the tropical lower stratosphere [Avallone and Prather, 1996].

Extratropical lowermost stratosphere

The “extratropical lowermost stratosphere” is the region in middle and high latitudes above the tropopause but below isentropes of ~380-400 K. It is a dynamically distinctive region because it exhibits properties similar to the stratosphere (including low water vapour), but is closely connected to the low latitude troposphere by isentropes that cross the subtropical tropopause [Holton et al., 1995].

The main terms influencing the budget of water vapour in this region (also noted in Section 3.2.1) are (A) downward transport (of very dry air) from the stratosphere, (B) isentropic transport of (moist) tropospheric air from lower latitudes and (C) direct upward transport of air from the mid-latitude troposphere. The seasonal cycle of water vapour in this region is a powerful measure of the relative importance of these processes. Both in situ and satellite data show that water vapour in this region of the lower stratosphere has a pronounced seasonal cycle with a maximum in summer [Bannon et al. 1952, Mastenbrook, 1968, Dessler et al., 1995; Pan et al., 1997]. Figure 3.12 (identical to one of the panels in Figure 2.66) shows a comparison of the SAGE II and the MLS satellite with ER-2 aircraft measurements of the water vapour seasonal cycle in the Northern Hemisphere lowermost stratosphere. Winter mixing ratios are near 6-10 ppmv, characteristic of air with a large
stratospheric component (A), whereas summer measurements show values of ~20-40 ppmv; a similar seasonal cycle is observed in the Southern Hemisphere [Pan et al., 1997]. These relatively wet summer measurements demonstrate that a significant component of the air either must originate in the low-latitude troposphere (B) or must be transported directly from the mid-latitude troposphere (C). This moist air can be seen in MLS data at 215 and 147 hPa, particularly over the Indian subcontinent in July-August [Newell et al., 1997]. Ray et al. [1999] have used long-lived halocarbons with corroborative water vapour data to estimate that a significant fraction of air in the northern hemisphere lower stratosphere below 360 K must have originated in the low latitude upper troposphere without having passed above the 380 K surface, as discussed by Dessler et al. [1995]. In September, most of the air is from the tropics (B), while in March most of the air comes from higher altitudes in the extratropical stratosphere (A) [Ray et al., 1999].

The Northern Hemisphere lowermost stratosphere below 380 K is in general wetter than the Southern Hemisphere lowermost stratosphere [Pan et al., 1997, Rosenlof et al., 1997]. The largest hemispheric asymmetry is in Northern Hemisphere summer and fall. Differences in summer and fall seasons between the two hemispheres are probably related primarily to differences in the summer monsoon circulation, which is stronger in the Northern Hemisphere. Exchange of water vapour from the troposphere into the stratosphere during the season of the Asian monsoon significantly moistens the northern hemisphere lower stratosphere, as illustrated by Rosenlof et al. [1997] with HALOE observations, and Gettelman et al. [2000] using a transport model. Dethof et al. [1999], using contour advection, suggest that mid-latitude disturbances pull filaments of water vapour rich air from the northward flank of the Asian monsoon anticyclone. Other asymmetries between hemispheres include annual variations in the strength of upward (tropical) and downward (extratropical) motion associated with the Brewer-Dobson circulation [Rosenlof 1995] and the influence of polar dehydration at higher latitudes of the Southern Hemisphere.

Figure 3.12. Seasonal cycle variation of water vapour from SAGE II, MLS and ER-2 aircraft measurements for the ±5 K layer centred on the 350 K isentrope and 3<\textit{PV}<4 (typically 40°-50°N). The SAGE II data represent five-year means (1986-1990), MLS are six-year means (1992-1997), and the aircraft data cover the STRAT/POLARIS missions (1995-1997). Error bars indicate the RMS deviation from the mean.
3.3.2 Upper Troposphere

Several satellite data sets provide information on moisture in the upper troposphere, with near-global coverage and multi-year records that provide accurate characterisation of the annual cycle. Two data sets discussed here include relative humidity estimates derived from HIRS and MLS (MLS data are also converted to mixing ratio using NCEP global temperature analyses). The HIRS retrieval is sensitive to relative humidity in a layer from approximately 5-11 km in the tropics, and 4-8 km in the extratropics. MLS data give vertical profile estimates for ~3 km thick layers centred on pressure levels 316, 215, and 147 hPa (~8, 11 and 13.5 km, respectively). In situ data will also be shown for corroboration of the satellite-observed behaviour.

Observations: tropical and subtropical upper troposphere

The seasonal cycle of HIRS-derived upper tropospheric humidity (UTH) is shown in Figure 3.13, in the form of latitude-longitude maps for each season. Within the deep tropics, the maxima in UTH in the annual mean (Figure 3.5) over the African monsoon, the Austral-Asian monsoon, and the American monsoon, appear throughout the year but with a large seasonal excursion of each monsoon centre. In December-January-February (DJF) the monsoon centres and maxima in UTH are found over Southern Africa, Indonesia, and the Amazon. In June-July-August (JJA), strong maxima in UTH appear north of the equator over the Indian monsoon, and other maxima are found over North Africa and Central America. Over the Pacific Ocean, moist signatures of the Intertropical Convergence Zone are present in northern-hemisphere summer and fall, and the South Pacific Convergence Zone is most pronounced in the Southern Hemisphere summer.

![Figure 3.13. Long-term seasonal means (1979-1998) of upper tropospheric humidity over ice derived from HIRS data.](image-url)
The very dry regions of the subtropics also undergo strong seasonal shifts, occurring particularly in the winter hemisphere. Especially notable are dry regions occurring over the Atlantic and Pacific oceans (~15°-40°N) in December-January-February, and over 15°-40°S during June-July-August. Large areas off the west coasts of South America and Australia are relatively dry year-round, but still with significant seasonal modulation. A dry region also appears during JJA northwest of the Asian monsoon. The exceeding dryness of these regions is illustrated further in Figure 3.14, where daily MLS data show that relative humidity < 10% is observed for up to 70% of the observations in these regions [Stone et al., 2000]. Similar dryness statistics have been found in SSMT2 data [Spencer and Braswell, 1997].

![Figure 3.14. Percentages of MLS upper tropospheric humidity observations (at 215 hPa) during 1991-97 in which relative humidity values are less than 10%. Contour interval is 10%. From Stone et al. [2000].](image)

Seasonal water vapour variability in the upper troposphere is closely tied to the vertical circulation cells associated with the seasonal Hadley and Walker circulation. Following Newell et al. [1996] and Stone et al. [2000], this is demonstrated in Figure 3.15, which shows the 215 hPa water vapour mixing ratio derived from MLS data superimposed on the divergent circulation velocity potential (statistics derived from NCEP data) for December-January-February and June-July-August. These show that upper tropospheric water vapour maxima are associated with upward motion and minima with downward circulation, and show that water vapour seasonality is closely tied to the meridional movement of tropical convective upwelling. This meridional movement is further highlighted in Figure 3.16, which shows the seasonal variation of zonal mean MLS mixing ratio at 215 hPa during 1991-93. This meridional motion mimics that of the Intertropical Convergence Zone throughout the year (see, for example, Hartmann, [1994]). Similar seasonality is observed for MLS retrievals at 316 and 147 hPa, with the average mixing ratio dropping by at least a factor of two between adjacent vertical layers [Read et al., 1995].

**Observations: Mid-latitude upper troposphere**

Mid-latitudes also experience significant seasonal changes in upper-tropospheric moisture, but with a few features that persist throughout the year, as can be seen in Figure 3.13 from HIRS. At middle latitudes, the HIRS retrievals represent altitudes of ~4-8 km (which is below the extratropical tropopause). Figure 3.13 illustrates relatively little longitudinal structure compared with the tropics and subtropics, but moist areas are evident throughout the year off the West coast of Southern South America and in the Northeast Pacific and Atlantic areas. Enhanced descent and equatorward flow to the east of the semi-permanent surface oceanic anticyclones is associated with upper tropospheric dryness, while enhanced
ascent and poleward flow to the west of these anticyclones is associated with moist anomalies. Overall, the relative humidity is greater in winter than summer.

Figure 3.15. Seasonal averages of MLS upper tropospheric water vapour mixing ratio on the 215 hPa surface, overlaid with contours of velocity potential (in increments of $200 \times 10^4 \text{ m}^2 \text{s}^{-1}$) and divergent wind vectors (with maximum amplitude of 7.6 ms$^{-1}$). From Stone et al. [2000].

Figure 3.16. Variation in zonally-averaged upper tropospheric water vapour (at 215 hPa) in the tropics during 1991-1993, derived from MLS data.
Observations over Boulder, Colorado (40°N, 105°W) using the NOAA frost point balloons indicate a strong annual cycle in water vapour mixing ratio, with summer values at 10 km higher than those in winter by a factor of ~6 (Figure 3.10). This is far greater than the changes in relative humidity indicated by HIRS, indicating that seasonal changes in specific humidity here are predominantly related to the seasonal variations in temperature. Note also that the tropopause height has a large annual cycle, such that the water vapour mixing ratio (as well as the relative humidity) at the tropopause is actually lower in summer than in winter. A more extensive climatology of water vapour in the mid-latitude upper troposphere is available from data on commercial aircraft, taken as part of the MOZAIC project (Section 1.1.5). Data from the North Atlantic in two different latitude bands is presented in Figure 3.17a (mid-latitudes, 40-60 N) and Figure 3.17b (subtropics, 20-40N). In the mid-latitude belt the specific humidity has a strong seasonal cycle similar to that shown in the frost point balloon data, with a pronounced winter minimum of 0.03 gkg⁻¹ (~50 ppmv) and late summer a maximum of 0.09 gkg⁻¹ (~140 ppmv). The specific humidity cycle follows the seasonal changes of temperature. The most pronounced changes of the specific humidity are coincident with the sudden temperature increase of 5-7 K in May-June and the rather steep temperature drop of 5-7 K in November-December. In summer and fall in mid-latitudes, the specific humidity is a factor of 2 larger than in Winter-Spring, while the temperature in Summer-Fall is about 7 K higher. However, the corresponding relative humidity of about 85% with respect to ice in Summer-Fall is about 10% lower than in Winter-Spring, a change consistent with that shown by HIRS. Similar seasonal behaviour of moisture was found at the 500 hPa level by Gaffen et al. [1992].

In contrast to mid-latitudes, in the sub-tropical belt (Figure 3.17b) the seasonal cycle in specific humidity is not as pronounced as the large interannual variability. The specific humidity is about 0.08 gkg⁻¹ (~130 ppmv) in Summer-Fall and 0.06 gkg⁻¹ (100 ppmv) in Winter-Spring, and is positively correlated with temperature whose corresponding seasonal means are roughly 225.0 K (-48°C) and 221.8 K (-51.2°C) respectively. For comparison,
the relative humidity in Summer-Fall of about 57% is about 10% lower than in Winter-Spring. Thus, mean relative humidity from 20°-40°N is about 30% lower than from 40°-60°N. The same conclusion can be drawn from the HIRS UTH data in Figure 3.13.

The observed sudden changes of temperature and specific humidity, particularly within the mid-latitudinal belt, are probably due to changes of the large-scale circulation over the North Atlantic. These changes can be related to the seasonal northward migration of the subtropical jet stream from 30°N to 40°N in April-May and southwards from 40°N to 30°N in October-November. In the summertime, continental convection plays an important role in the water vapour distribution, as the storm tracks are weaker and move farther poleward.

**Mechanisms influencing the global upper troposphere**

The data presented in this report and many previous studies clearly indicate that upper tropospheric water vapour is influenced by dynamics and by seasonal changes in temperature. The ability of dynamics to influence relative humidity and mixing ratio follows from the steep slope of the Clausius-Clapeyron equation, i.e. the rapid increase in water vapour holding capacity of the atmosphere with increasing temperature. The environmental lapse rate then leads to a rapid decrease of water vapour mixing ratio with altitude, characterised by a scale height of ~2 km. Because of this vertical gradient, vertical motions can quickly lead to large changes in mixing ratio at a given altitude. By the same token, adiabatic lifting of an unsaturated air mass lowers its temperature without changing its mixing ratio, thus increasing its relative humidity. Such lifting can quickly lead to saturation. Dynamical influences are also, however, associated with sources and sinks of water vapour, complicating matters as will be discussed below. In the tropical upper troposphere, horizontal temperature variations are small, so horizontal structure in moisture is similar whether viewed in terms of relative humidity or mixing ratio. Outside the tropics this is not generally true.

Global horizontal transport of total water occurs most readily on isentropic surfaces, making these a useful vertical coordinate. These surfaces are approximately level (hence isothermal) in the tropics and slope downward in the sub-tropics, but slope upward at higher latitudes, reaching colder temperatures. In the tropics, moist air is injected into the middle and upper troposphere in convective systems. Tropical air parcels that move isentropically to the extratropical upper troposphere encounter significantly lower temperatures and thus attain (on average) higher relative humidity. This is especially true in the winter (colder) hemisphere, leading to the higher relative humidity observed in this season. The high relative humidity in the extratropics overall leads to significant loss of water vapour through precipitation, leaving large, seasonal excursions in temperature to be the dominant regulator of the annual cycle in specific humidity. Air that returns to the tropics from high latitudes will have been dehydrated by the colder temperatures; also, moist tropical air that remains in the tropics, after precipitating (removing water), gradually cools and sinks to lower isentropes and higher temperatures. The air thus experiences a gradual decrease in relative humidity. The combination of isentropic and convective transport accounts for the coexistence of dry and moist air in the tropics and subtropics (though they do not apply close to the tropopause). This "big picture" ignores many important meteorological details, some of them as yet poorly understood, and relies upon a number of supporting arguments. Furthermore, much work remains to be done before water vapour can be reliably simulated in climate models. Many of these matters are discussed in the following sections.
**Tropical mechanisms**

Upper tropospheric water vapour is maintained through balance between moistening by detrainment from updrafts and/or large-scale ascent, drying by condensation or freezing of water vapour in updrafts, and moistening by re-evaporation of detrained hydrometeors and precipitation. These mechanisms may be broadly divided into dynamics (or advection), and sources/sinks due to hydrometeor transport. Dynamics in the tropical troposphere is dominated by diabatic motion, ranging from the global-scale Hadley and Walker circulation all the way down to transient cumulus cells. Unfortunately, since hydrometeor sources and sinks are themselves almost completely controlled by the dynamics, it is not easy to discuss these two mechanisms separately. Instead, this discussion will begin with the rising, moist branches of the general circulation (including embedded convective motions and mesoscale organisation of these motions), and end with the sinking, dry branches of this circulation.

The planetary-scale tropical circulation is quasi-steady. Ascending branches tend to prefer certain regions, typically over warm surfaces like the tropical west Pacific, and coincide with convection. The circulation may be understood as a response either to the deep convective heating that occurs over warmer surfaces [Gill, 1980] or to forces generated by horizontal gradients in boundary-layer air temperature [Lindzen and Nigam, 1987]. Their ascending regions are generally much moister than elsewhere, accounting for the tropical patterns shown above by HIRS. Further, it is clear from recent satellite observations that high tropical UTH tracks the large-scale ascent and convection as it moves seasonally, intraseasonally, and interannually [Soden and Fu, 1995; Clark et al., 1998; Sandor et al., 1998; Chen et al., 1999]. However, it must be remembered that due to variability on shorter time scales, even favourable areas sometimes experience dry, stable periods [Graham and Barnett, 1987; Lin and Johnson, 1996]. Such dry periods are associated with a break in the usual large-scale ascent pattern.

In principle, the tight association observed between ascent and high moisture could easily be explained on the basis of the dynamical arguments given earlier, but the effects of smaller-scale motions complicate matters. The large-scale view is indeed bolstered by the fact that the moisture supply to balance precipitation comes not from surface evaporation, which shows no systematic relationship with convection on large space and time scales, but from large-scale atmospheric transport and low-level convergence of moist air [Cornejo-Garrido and Stone, 1977]. On the other hand, the upward motion in areas of large-scale ascent is actually concentrated exclusively within relatively narrow, saturated, convective-scale and mesoscale updrafts, which generate evaporative sources of water vapour for nearby air in the mid- and upper levels [Riehl and Malkus, 1958; Houze, 1977]. This too is a way of explaining the high relative humidity in regions of large-scale ascent. These differing viewpoints on the scale of the processes controlling the water vapour distribution have fuelled debate within the scientific community as to how best to approach tropospheric water vapour.

The convective-scale motions, with velocities of up to 50 ms⁻¹ or more and horizontal scales of ~10 km, serve both to transport material and energy vertically and to condense great amounts of water vapour. The condensation liberates the heat required to balance the general circulation [Gill, 1980], while the convective transport creates an additional upward flux of moisture, or flux convergence in the upper troposphere. Furthermore, these convective motions generate liquid and ice clouds that exit the updrafts and spread horizontally.

Such behaviour is observed to be highly organised on the mesoscale (~100 km). In the classical squall line [e.g., Houze, 1993, p. 348ff], a large mesoscale region of stratiform
anvil cloud and slow (~1 ms\(^{-1}\)) upward motion above the freezing level is fed by the strong convective updrafts at the leading edge of the line. Ice particles continue to grow and fall slowly through the anvil, removing water substance. The top of this mesoscale updraft is at or just below the tropopause, where the air motions are downward; this is probably a mesoscale gravity wave response of the stable upper troposphere to the strong upward motion at the leading edge of the squall line [Johnson et al., 1990]. A third to a half of the total precipitation from major convective systems comes from this stratiform region. This precipitation moistens the unsaturated layer below the anvil through evaporation, which sinks in a “mesoscale downdraft.”

Away from the ascending branches of the general circulation, small-scale vertical transports, sources, and sinks appear to be less important, and the picture is dominated by advection by large-scale horizontal motions in a slowly subsiding environment. While cloud evaporation may account for the observed decrease in UTH at increasing distance from convective systems [Udelhofen and Hartmann, 1995], typical water contents of non-precipitating clouds are small compared to the water vapour content in a relevant portion of the atmospheric column [e.g., Strom and Heintzenberg, 1994]. Sherwood [1999a] found that the water vapour field is so sensitive to dynamics that the radiative effects of typical cirrus clouds should drive sufficient vertical motions to produce greater moist anomalies than are produced by actual sublimation of the cloud ice. Accordingly, there is growing evidence that throughout the middle and upper troposphere away from convective systems, moisture levels are determined to good approximation simply by the character of the motion field at large scales with no attention paid to additional sources. This has been tested by performing calculations using analysed wind fields where the humidity in cloudy or ascending regions is somehow brought (or assigned) to a near-saturated value, then comparing globally-predicted humidity to that observed by a variety of observational platforms [Sherwood, 1996b; Salathé and Hartmann, 1997; Pierrehumbert and Roca, 1998; Dessler and Sherwood, 2000].

These results imply that in principle, general circulation models should be able to simulate the water vapour fields well in a coarse-grained sense if they have good energetics, dynamics, and numerics. Though models and assimilation products generally produce reasonable moisture patterns, most are unfortunately not dry enough in the most arid regions. Studies of this problem [Soden and Bretherton, 1994; Salathé et al., 1995; Sherwood, 1996a] lead to the conclusion that in the models studied, parameterised convection typically mixed too much moisture out of the boundary layer under conditions where little or no transport really occurs. Numerical problems in model advection may also limit the ability of general circulation models to reproduce the steep curvature of the vertical water vapour profiles in areas of (presumably) little real mixing. Conversely, some assimilation products are not moist enough in convective or high-relative-humidity regions [Lin and Johnson, 1996, Ovarlez et al., 2000]. This is probably due to forecast model problems though data problems may also be responsible. Model representation of convection and its interaction with moisture continues to be an active area of research.

**Extratropical mechanisms**

Almost all of the discussion of the tropics also applies to the extratropics, but a few unique aspects are discussed here. These include the importance of coherent synoptic circulation patterns, the seasonality of convection, and interaction with the stratosphere.

During most of the year (fall through mid-spring), cyclonic, baroclinic disturbances dominate the regulation of extratropical upper tropospheric water vapour [Stone et al., 1996]. These large-scale disturbances advect moisture poleward and upward from the
tropics and subtropics. The correlation of upward and poleward flow in the disturbances is characteristic of the unstable baroclinic waves that initiate the disturbances [cf. Pedlosky, 1979, p. 452]. The adiabatic cooling of the poleward-moving air produces widespread cloudiness extending to the top of the troposphere, especially during the winter season along the mid-latitude storm tracks. This can be seen in the enhanced cloudiness in cloud climatologies of high clouds along the mid-latitude storm tracks (e.g., HIRS climatologies, Wylie and Menzel, [1989]), and, to a lesser extent, in upper tropospheric MLS water vapour climatologies [e.g., Sandor et al., 1998; Haas and Pfister, 1998]. The flow that returns to the tropics and subtropics sinks quasi-isentropically and is quite dry, having lost its water vapour to precipitation in the mid-latitudes. This process has been described by Yang and Pierrehumbert [1994] as “quasi-isentropic advection-condensation.” At lower latitudes, poleward-propagating Rossby waves may enhance this process. Iskenderian [1995] has shown that in certain preferred regions, such as the eastern tropical Pacific, mid-latitude Rossby waves can propagate deep into the tropics and excite convection there. The result can be a so-called “moisture burst” [McGuirk et al., 1988] that has a strong southwest-northeast tilt. The quasi-isentropic process also appears to extend to high latitudes, producing lower upper-tropospheric mixing ratios at middle and high latitudes in the Southern Hemisphere (where polar regions get colder) than in the Northern Hemisphere, during their respective winters [Kelly et al., 1991].

Local transport across isentropes is also important at mid-latitudes. Buoyancy-driven convection, not directly associated with baroclinic instability, is quite extensive in the summer mid-latitudes and often extends all the way to the tropopause [Poulida et al., 1996]. This summertime convection resembles that described previously for the tropics, including convective and mesoscale features that transport moisture vertically in solid, liquid, and ice phases. Its contribution to upper tropospheric water vapour is clear, for example, in the comparisons between MLS upper tropospheric water measurements and HIRS high altitude cloudiness shown by Haas and Pfister [1998]. Water vapour and convection are enhanced over the major convective zones in the North American and Asia/Western Pacific regions. Quantitative evidence of the importance of local convection is given by Yang and Pierrehumbert [1994], who noted that their quasi-isentropic advection-condensation model predicted an excessively dry upper troposphere if only tropical sources of water vapour were considered.

As in the tropics, upper tropospheric moisture at middle and high latitudes is ultimately limited by condensation of moisture in excess of saturation, resulting in rapidly decreasing water vapour mixing ratio with height. However, recent in situ water vapour measurements have shown that large supersaturation with respect to ice (relative humidity with respect to ice up to 160%) is common in the mid-latitude upper troposphere, both in clear and cloudy regions [e.g., Heymsfield et al., 1998; Jensen et al., 1998a, 1999; Gierens et al., 1999; Vay et al., 2000]. This high supersaturation is consistent with recent laboratory experiments that indicate large supercooling is required to initiate ice cloud formation by freezing of sulphate aerosols [Bertram et al., 1996; Koop et al., 1998]. In fact, the common occurrence of clear-sky, upper tropospheric supersaturation is necessary to explain the frequent observations of persistent contrails [Brewer, 1946].

Another influence on upper tropospheric humidity is irreversible, turbulent mixing with stratospheric air in the tropopause region. Long, narrow streamers of dry upper tropospheric air are often apparent in satellite water vapour imagery [e.g., Appenzeller and Davies, 1992]. These streamers are caused by intrusions of stratospheric air into the upper troposphere from tropopause folding events [Reed, 1955]. These eventually dry the upper troposphere [Langford and Reid, 1998], though quantitative analysis of their overall
impact on the upper tropospheric water vapour budget is challenging because of the complexity and small spatial scales of the events [Cox et al. 1995].

Models of the tropospheric water vapour distribution and climate

Mechanistic theories of the water vapour abundance in the middle and upper troposphere and its sensitivity to climate change appearing in the literature have mostly focused on convective transport with a tropical emphasis. Here, the relevant issues are those determining the detrainment profile of water vapour from convective elements [Lindzen, 1990], the “precipitation efficiency” or fraction of plume moisture that is removed as precipitation [Rennó et al., 1994], and the microphysical properties of ice after it has detrained from the plumes [Sun and Lindzen, 1993]. Climate change studies using such models often predict that relative humidity in the middle and upper troposphere would decrease in warmer climates, i.e., that there would be a weaker or negative water vapour feedback [Lindzen, 1990; Sinha and Allen, 1994].

The above approaches neglect the role of horizontal mixing and large-scale processes, whose possible role in influencing climate variations has been discussed by Betts [1990], Yang and Pierrehumbert [1994], Salathé and Hartmann [1997], and Pierrehumbert and Roca [1998]. The cumulus-based approaches also do not consider mesoscale convective features and organisation. A recent simple model incorporating explicit control of moisture by the large-scale circulation rather than by draft physics [Sherwood, 1999b] found a positive water-vapour feedback, in agreement with those found by general circulation models.

The importance of large-scale dynamics to the present moisture distribution and its radiative impact, which is becoming increasingly apparent, suggests that models (such as general circulation models) that represent both global and cumulus-scale processes will be required to simulate water vapour sensitivity dependably. General circulation models are also beginning to include aerosols and their interaction with cloud processes [e.g., Lohmann et al. 1999]. These interactions may produce climatic variations in relative humidity in addition to those resulting from dynamics. Though such models carry water vapour as a prognostic variable and explicitly simulate the large-scale circulation, they include convection only through relatively crude physical parameterisations. Also, they may lack the proper vertical resolution to simulate the convective influence on water vapour correctly [Tompkins and Emanuel, 2000]. Further, many models in use today exhibit significant moisture biases [Gaffen et al., 1997, Bates et al., 1997]. Thus, there is much room for development and validation of these models before their water vapour feedback predictions can be fully trusted.

3.3.3 The Tropical Tropopause Region

Because the tropical tropopause region (between 15-20 km altitude or about 150 and 70 hPa) plays a critical role in governing the distribution of water vapour in the lower stratosphere, the seasonal variability at the tropical tropopause and the processes responsible for it are treated here in a separate section.

Observations

Observations of water vapour in the tropical tropopause region are extremely limited. Some isolated frost point measurements using aircraft were performed over tropical Africa in June 1958 [Kerley, 1961] up to 15km, indicating frost points as low as −80°C (~4 ppmv). The
seasonal cycle of water vapour in the tropics was illustrated by Mastenbrook [1968] over Trinidad (17°N) using a frost point hygrometer. Kley et al. [1979] measured water vapour up to 20 km in September 1978 from a balloon over Brazil. Measurements were also taken from two campaigns aboard the NASA ER-2 research aircraft in different seasons in 1980 and 1987 as part of the STEP project [Kley et al. 1982, Kelly et al. 1993]. The CEPEX campaign measured water vapour in the tropical tropopause region using aircraft [Weinstock et al. 1995] and balloons [Vömel et al. 1995b] and several mid-latitude aircraft campaigns also have flown into the tropics. More recently, the MLS instrument and the HALOE instrument on UARS measure water vapour in the upper troposphere and lower stratosphere respectively. All these observations are consistent with the annual cycle illustrated in Figure 3.11 (derived from HALOE data). Air in the tropical tropopause region is driest in Northern Hemisphere winter, and wettest in Northern Hemisphere summer. While the basic picture of ascent in the tropics driven by the mean meridional circulation presented in section 3.3.2 can explain many of these observations, it cannot explain some of the details, such as the extremely dry July hygropause of 2 ppmv noted by Kelly et al. [1993]. To explain these observations, the source and sink terms for water vapour in the tropical tropopause region are important.

Observations of clouds provide the key source or sink terms for water vapour in the tropopause region. It has long been known that deep convective clouds may penetrate the tropopause in mid-latitudes (see for example Roach [1966]). In situ evidence from aircraft [Kelly et al. 1993, Danielsen, 1993] and evidence from satellites [Ebert and Holland, 1992] clearly show that some convective clouds also penetrate the tropopause in the tropics. These clouds are extremely cold with ice recorded at up to 18 km or 75 hPa [Danielsen 1993] and saturation mixing ratios measured below 2 ppmv by Kelly et al. [1993] and as low as 1 ppmv by Vömel et al. [1995b]. The extent of this deep penetrating convection is currently uncertain. Robinson and Atticks-Shoen [1987] have estimated that observations of very cold clouds are of sufficient frequency to supply mass to the stratosphere. Zhang [1993] has noted that there is a seasonal cycle in the coldest clouds in the tropics, with maximum frequency of the coldest cloud tops (T<200°K) peaking in boreal winter (January) throughout the tropics.

In the tropical upper troposphere, horizontal patterns of water vapour near the tropopause are like photographic negatives of those at lower levels. That is, convective areas tend to be drier than non-convective areas near the tropopause and wetter than non-convective areas farther down. The level at which the transition occurs lies somewhere between 100 and 150 hPa; unfortunately the vertical resolutions of the various upper tropospheric water vapour data sets are inadequate to locate this reversal level more precisely. These patterns appear both in long-term means [Rind et al., 1993] and connected with the tropical intraseasonal oscillation [Mote et al., 2000]. Other time scales have not been investigated, but Reid and Gage [1996] examined temperature variations at Truk Island in the tropical Pacific and found that both the seasonal cycle and the daily variations at levels above 125 hPa tended to be oppositely correlated with variations at levels below 125 hPa. The reversal between is consistent with rising motion below and sinking motion above anvil top with a crossover at 125 hPa in the tropics as measured in stratiform cloud systems by Balsley et al. [1989].

**Interpretation**

Near the tropopause (~100 hPa), mechanisms not previously considered may become important. One key difference is that above 150 hPa, the tropical troposphere typically becomes more stable, in contrast to the consistently near-adiabatic profiles between 150 and 300 hPa. This region of the atmosphere is therefore better able to support wave
activity than lower levels, and the waves will have much greater temperature signatures. For example, Tsuda et al. [1994] have shown that Kelvin waves can perturb the tropical tropopause temperature by upwards of 4 K; this implies a factor-of-two variation in saturation mixing ratio. Short period gravity waves generated by convection have been observed in the tropopause region [Pfister, 1986; Alexander and Pfister, 1995]. These gravity waves cause temperature fluctuations that may cause cirrus clouds to form [Potter and Holton, 1995]. The effects of these clouds are discussed further below.

A second unique feature of this region is that radiative transfer models predict net radiative heating above 150 hPa in the absence of clouds [e.g., Folkins et al., 1999], in contrast to net cooling that occurs elsewhere in the troposphere. The very dry air observed at the cold tropical tropopause, generally occurs at potential temperatures considerably greater than the equivalent potential temperature of the surface [Selkirk, 1993], implying that air at the tropopause has been radiatively heated. Only in the regions of most active deep convection (such as over the warm pool in the western Pacific) does the tropopause reach potential temperatures near the equivalent potential temperature of the surface. The stability and radiative heating of this region, together with trace gas measurements, imply a weakening of vertical mixing and a transition to slow ascent [Folkins et al., 1999]. The ascent should lead to high relative humidity and increased cloud occurrence just below the tropopause. As pointed out by Robinson [1980], large-scale ascent would cause thick cirrus decks to form in the upwelling regions. High relative humidity indeed appears in recent satellite vapour measurements [Jensen et al., 1999], as do large sheets of thin cirrus [Wang et al., 1996].

High relative humidity and supersaturation (relative humidity>100%) are often observed at the tropical tropopause region, with high values above convective regions, but with relative humidity still near 50% in the subtropics [Jensen et al., 1999]. This high humidity indicates that water vapour in the tropical tropopause region is critically dependent on the saturation vapour mixing ratio, and hence the temperature. The seasonal variation in tropical stratospheric water vapour is linked to the seasonal cycle in tropical tropopause temperature [Weinstock et al. 1995; Mote et al., 1995]. Temperatures in the tropical tropopause region have important variations in space and time, which have long been known [e.g., Reed, 1962; Staley, 1962; Reed and Vlcek, 1969]. The tropical tropopause temperatures are coldest in boreal winter (December to February) and highest in boreal summer (July-August) [Newell and Gould-Stewart, 1981; Atticks and Robinson, 1983]. This cycle can also be seen in the temperature of the coldest point in the temperature profile [Zhou, 2000b] and satellite observations of upper troposphere/lower stratospheric temperatures [Yulaeva et al., 1994]. The annual cycle in temperatures is evident below the tropopause to 125 hPa [Reid and Gage, 1996]. The structure of temperature variations on the tropical tropopause has been discussed as a response to large scale tropospheric heating by Highwood and Hoskins [1998], and the interannual variations of the tropical tropopause in response to El Nino and the Southern Oscillation and the Quasi-Biennial Oscillation have been discussed by Reid and Gage, [1985], Gage and Reid, [1986], and Reid, [1994] among others (see section 3.4.2).

At the tropical tropopause (in Figures 3.6 and 3.11) the driest air occurs in the winter hemisphere, in both January and July, whereas the ascent in the Intertropical Convergence Zone is stronger in the summer hemisphere. One explanation of the wintertime dryness is that vertical convection on the winter side of the equator is deeper [Tuck et al. 1997], and hence colder and drier. A more comprehensive explanation notes that the dry air in the subtropics is consistent with forced ascent by a wintertime 'dynamical pump' driven by wave forcing driving air poleward at high altitudes and upward in the tropics [Haynes et al., 1991; Holton et al., 1995]. In theory this upwelling occurs more strongly in the winter hemisphere, though there are limitations outlined by Plumb and Eluszkiewicz [1999], who
argue that tropospheric thermal forcing may also be necessary to explain the observed upwelling in the tropics. The observed upwelling at 100 hPa is centred over the equator, and in the middle stratosphere is in the summer hemisphere [Eluszkiewicz et al., 1996]. This wave-driven circulation is consistent with the annual cycle of temperature and of the sheets of cirrus clouds.

Large sheets of thin cirrus might constitute evidence of slow ascent. Significantly, the areas where thin cirrus are commonly observed [Wang et al., 1996] are also the regions of coldest tropopause temperatures [e.g., Newell and Gould-Stewart 1981]. Thin cirrus is formed both in situ and by convective outflow [Winker and Trepte, 1998]. Newell and Gould-Stewart [1981] concluded from monthly-mean 100 hPa temperatures that the tropical tropopause was generally too warm to explain the extremely dry stratosphere unless the ascent was temporally and spatially limited to a “stratospheric fountain” in the coldest regions. The full three-dimensional circulation may be much more complicated. Gage et al. [1991] examined vertical velocities in the upper tropical troposphere and proposed that ascent may be occurring in regions of clear sky above the downward branch of the Walker circulation. The downward branch of this “reverse Walker” circulation would be found over convective regions, as noted by Sherwood [2000] and seen in the analysis of Simmons et al. [1999]. However, uncertainties in water vapour concentrations and in the temperature and vertical velocities in the region of the tropical tropopause are currently too great to determine whether ascent is predominantly widespread or localised and predominantly slow or fast (see Vömel and Oltmans [1999] and Dessler [1999]).

Cirrus, water vapour, radiation, and temperature undoubtedly interact through a variety of mechanisms that are not yet understood. The formation and maintenance of cirrus clouds involves dynamics, radiation, and microphysics [Jensen et al., 1996b]. These clouds can both moisten the tropopause region by radiatively induced heating [Rosenfield et al., 1998] or radiatively induced upward advection of water vapour “radiative pumping,” [Sherwood, 1999a]. Cirrus clouds may also dehydrate the tropopause region by radiative destabilisation of anvils formed in the stratosphere from penetrating convection Danielsen [1982] or by ice fallout [Jensen et al., 1996a]. Unfortunately, model simulations of cirrus are at present poorly constrained due to lack of good data on cloud composition and water vapour. Observations suggest some degree of supersaturation occurs below the tropical tropopause [Jensen et al., 1999], indicating the potential sensitivity of moisture levels there to microphysical behaviour.
3.4 Non-seasonal Variations

In addition to the seasonal variations described in the previous section, which are driven by the seasonal variation in solar forcing, there are a number of variations at other time scales. We describe here interannual variations and intraseasonal variations. We also discuss the variability of water vapour on small temporal and spatial scales.

3.4.1 Interannual Variations

In most of the UT/LS, interannual variations in the stratosphere and upper troposphere are almost completely independent: the quasi-biennial oscillation (QBO) in the stratosphere and the ocean-atmosphere interaction known as El Niño-Southern Oscillation (ENSO) in the troposphere. Only at the tropical tropopause are both phenomena evident.

The Quasi-Biennial Oscillation

Among the most important transport-related influences on trace constituents in the stratosphere is the quasi-biennial oscillation. The quasi-biennial oscillation is an irregular fluctuation, with average period of 28 months, of the mean zonal wind in the equatorial lower stratosphere and is accompanied by temperature perturbations of a few degrees Kelvin. These perturbations represent a departure from radiative equilibrium and require a diabatic mean meridional circulation to maintain them. Positive vertical shear of westerly momentum (du/dz>0) is associated with above-normal temperatures and below-normal ascent, and vice versa. Through these anomalies in ascent, the quasi-biennial oscillation affects the distribution of trace constituents like water vapour. Because of its relatively long period, however, the quasi-biennial oscillation is difficult to identify in observations even with a record of several years. Two satellite data sets have sufficiently long records to isolate the signature of the quasi-biennial oscillation in stratospheric water vapour: SAGE II and HALOE. SAGE II water vapour data are significantly affected by aerosol contamination in the tropics at about 20 km (see section 1.4.3, and Figure 2.63), making isolation of a quasi-biennial oscillation signal problematic.

Figure 3.18 shows time series of HALOE water vapour anomalies over the equator, at several pressure levels spanning the lower to upper stratosphere. These time series are generated by simply removing the seasonal cycle at each level, following Randel et al. [1998]. The dominant component of interannual variability in the middle and upper stratosphere is a QBO signal, approximately out of phase between the 15 hPa and 3 hPa levels. There is an apparent QBO signal in the lower stratosphere, which appears most coherently after 1995, but relatively little QBO variance at 32 hPa. Figure 3.19 shows a vertical section of these equatorial water vapour anomalies, showing the vertical extent and coherence of the QBO variations. Similar variations occur in methane in the upper stratosphere (38-45 km), such that 2×CH₄+H₂O is approximately constant there [Randel et al., 1998]. In contrast, the QBO patterns below 35 km in Figure 3.19 are not observed in methane (which in fact has a small vertical gradient there), and thus represent QBO modulations of water vapour due to other mechanisms.
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Figure 3.18. Time series of zonal mean deseasonalised HALOE water vapour anomalies at 3, 15, 32 and 68 hPa over the equator, following the method of Randel et al. [1998].

Figure 3.19. Time-height section of interannual water vapour anomalies over the equator. Contour interval of 0.1 ppmv, zero contour omitted. The anomalies are calculated by removing the annual cycle following the method of Randel et al. [1998].
Although the QBO is a tropical phenomenon, it affects trace constituents at mid-latitudes. Figure 3.20 shows meridional cross sections of HALOE water vapour measurements when the QBO was in roughly opposite phases: in April 1996 (top panel) and April 1997 (middle panel), and their difference (bottom panel). The extent of the QBO influence outside of the tropics is evident. A comparison of mean fields shows that the QBO induces large changes in meridional gradients in the subtropics [O’Sullivan and Dunkerton, 1997; Gray and Russell, 1999], and furthermore acts to modulate the double-peaked semi-annual oscillation patterns in the upper stratosphere [e.g., Kennaugh et al., 1997]. As was noted above, the large H₂O anomalies in the upper stratosphere (and mid-latitude lower stratosphere) are mirrored in oppositely signed methane patterns, signifying that these anomalies are due to transport. The global character of the QBO meridional circulation patterns inferred from meteorological analyses are consistent with these mid-latitude patterns [Randel et al., 1999a].

Several possible mechanisms are responsible for the water vapour variations in the lower stratosphere associated with the QBO. (1) The zonal mean circulation associated with the QBO, which is stronger in the winter hemisphere than in the summer hemisphere [Jones et al., 1998, Randel et al. 1999a, Kinnersley, 1999]. This mechanism affects water vapour
throughout the stratosphere, particularly in the upper stratosphere, where advection from the summer hemisphere (see Figure 3.4) is significant. (2) The QBO influences planetary-wave propagation and the subtropical mixing barrier (see section 3.2) [O'Sullivan and Dunkerton, 1997; Gray and Russell, 1999; Gray, 2000]. (3) Interannual variations in equatorial ascent rate are associated with the QBO mean meridional circulation [Mote et al., 1996; Seol and Yamazaki, 1998; Randel et al, 1999a]. (4) The QBO affects tropopause temperature and pressure, hence the saturation mixing ratio of water vapour [Reid and Gage, 1985; Giorgetta and Bengtsson, 1999; Randel et al., 2000; Zhou et al., 2000a].

This last mechanism, which probably is the dominant mechanism represented in the tropical time series (Figure 3.19), bears further discussion. As was shown in Figure 3.11, annual variations in tropical tropopause temperature (section 3.3.3) are imprinted on air passing through the tropopause. In a similar manner, it seems plausible that interannual variations in tropical tropopause temperature induced by the QBO could modify the seasonal imprinting. The QBO's contribution to temperature variation near the tropopause is approximately ±0.5 K, whereas the annual cycle in this region is about ±5 K [e.g., Reed and Vlcek, 1969]. QBO circulation anomalies have associated temperature anomalies [Plumb and Bell, 1982]. Reid and Gage [1985] have shown that the QBO is associated with changes of ~300m in tropopause height, and potential temperature changes as expected from theory [Plumb and Bell, 1982]. These temperature changes can result in significant modifications to the saturation vapour mixing ratio, potentially changing the water vapour concentration of air entering the stratosphere. This effect has recently been simulated in a tropospheric GCM with an assimilated QBO [Giorgetta and Bengtsson, 1999]; the simulated water vapour anomalies in the lower and middle stratosphere are ±0.2 ppmv, somewhat smaller than those shown in Figure 3.19.

El Niño and the Southern Oscillation

The leading pattern of global interannual atmospheric variability in the troposphere [e.g., Rasmussen and Wallace, 1983] is associated with El Niño and the Southern Oscillation (ENSO), an irregular variation of the tropical Pacific Ocean and overlying atmosphere with a return period of 2–7 years. In the cool or La Niña phase of the Southern Oscillation, the warmest water and convection are located in the western Pacific north of Australia. In the warm or El Niño phase, warm water and convection spread eastward, usually over a greater longitudinal range. Upper tropospheric water vapour is profoundly influenced by the Southern Oscillation, and not just in the tropics. In fact, the leading pattern of interannual variability in upper tropospheric water vapour (derived using empirical orthogonal function analysis; see Preisendorfer, [1998]) is also associated with the Southern Oscillation (Figure 3.21). This pattern highlights the tendency for the central and eastern Pacific to vary oppositely from the western Pacific and also has a strong signature in the subtropical Pacific, probably because strong convection in the central and eastern Pacific drives subsidence in the subtropics at those longitudes.

That this mode is associated with the Southern Oscillation is also clear from its temporal characteristics (Figure 3.21, lower panel). The strength and phase of the Southern Oscillation are often measured in terms of the average sea surface temperature anomaly over one of several rectangles in the Pacific Ocean [Trenberth, 1997], one of which is called Niño3 (5°N-5°S, 90°-150°W). The time series of the first principal component tracks that of Niño3 strikingly well. The large El Niño events of 1982-1983 and 1997-1998, and the La Niña event of 1998-1999, are clearly visible in both time series. Similar relationships with the Southern Oscillation are evident in the shorter MLS data set [Newell et al., 1997]. Wang and Fu [2000] describe the impacts of the Southern Oscillation on
lower tropospheric water vapour. The mechanisms influencing upper tropospheric water vapour on the time scales of the Southern Oscillation are discussed above in section 3.3.2.

Figure 3.21. Leading global pattern of interannual variations in Upper Tropospheric Humidity over ice (UTHi), 1979-1999, from the HIRS data set (Section 1.4.1). Top panel, the pattern itself; bottom panel, its temporal evolution (solid line, left scale) compared with a normalised time series of average sea surface temperature over the domain 5°N-5°S, 90°W-150°W (dashed line, right scale).

3.4.2 Intraseasonal Variations

In the tropics, where the seasonal cycle in upper tropospheric water vapour is relatively weak [Newell et al., 1997], intraseasonal variations (those with periods of say 10-120 days) have a significant influence on upper tropospheric water vapour. Such variations are associated with the tropical intraseasonal oscillation or Madden-Julian Oscillation (MJO). The MJO is a tropical phenomenon with characteristic period of 30-60 days that has a signature in many tropospheric fields [Madden and Julian, 1971]. Only recently have satellite data been used to show the signature of the MJO in upper tropospheric [Clark et al., 1998] and lower stratospheric [Mote et al., 2000] water vapour. In upper tropospheric water vapour data from MLS, the MJO intraseasonal variability accounts for as much as 35% of total power (with daily time resolution), compared with 19% for the annual cycle [Clark et al., 1998].

Intraseasonal variations are evident in Figure 3.22, which is a longitude-time diagram of tropical water vapour produced with data from the HIRS instrument. Several slow, eastward-moving features appear over the Indian Ocean (45°-90°E) and travel to the middle of the Pacific before disappearing. For example, one feature can be tracked from 45°E in mid-November to about 180°E in early January, and another can be tracked from 0°E in early January to about 160°E in early March. These features tend to disappear in the central and
eastern Pacific because the convection that generates them fades over the colder water there. The extension of warm water eastward along the equator during El Niño years (see section 3.4.1) allows convection and the associated MJO anomalies to penetrate farther eastward; this can be seen as the 1997-1998 El Niño event develops (top part of Figure 3.22) and was also shown using MLS data by Clark et al. [1998].

The influence of the MJO on water vapour appears to extend at least to 100 hPa [Mote et al., 1998a, 2000] with an amplitude of only a few tenths of 1 ppmv (less than 10% variability about the mean), though the true variations may be much larger and could be smeared by the coarse vertical resolution of MLS [Mote et al., 2000]. Variations at the next MLS level up, 68 hPa, also have some spectral power in the intraseasonal band [Mote et al., 1998a], but it has not been shown that those variations are caused by the MJO. The mechanisms influencing upper tropospheric water vapour on these time scales are essentially the same as those for the seasonal cycle, which is discussed above in section 3.3.2.

3.4.3 Transient Variability

Though the focus of this document is on variability at large scales, when trying to assess large-scale variability from limited data it is important to recognise that spatial distributions of atmospheric constituents are far from being smooth. This point is especially relevant for water vapour in the upper troposphere and lower stratosphere since many of the most
reliable data sources are point measurements with very limited spatial coverage. The existence of transient small-scale variations also complicates efforts to validate satellite observations against *in situ* data as discussed in Chapter 2.

**Processes producing transient variations, and observed examples**

A good overview of the structure present in the water vapour field is provided by geostationary water-vapour imagery (Figure 3.23), indicating significant horizontal structure in upper tropospheric relative humidity. Several processes account for this variability.

First, small-scale tracer structure results naturally from the process whereby air masses having different initial tracer concentrations are combined by fluid motions. Shear in the motion field tends to produce elongated structures which become increasingly sharp and fine-grained as the material surfaces are stretched and folded [Batchelor, 1952, Welander, 1955], before the tracer is eventually homogenised by molecular diffusion. Both chaotic advection (or stirring) and diffusion are essential for final tracer mixing to occur in a reasonable time [Young *et al.*, 1982]. Even a simple, laminar motion field can create complex tracer structure, provided that the field is time varying [Aref, 1984]. Such mixing between moist and dehydrated air masses, performed by large-scale motions, accounts for many of the structures seen at mid-latitudes in Figure 3.23. This process tends to occur on isentropic surfaces [Pierrehumbert, 1991], and was simulated in the upper troposphere by Yang and Pierrehumbert [1994] and in the stratosphere by Pierce and Fairlie [1993] and others. The process is widely believed to lead to fractal tracer distributions (see below).
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Figure 3.23. Image from GMS IR3 water vapour channel on 5 February 2000. This instrument observes upper tropospheric water vapour with a weighting function similar to HIRS.
Three-dimensional advective effects also add to small-scale structure. Non-turbulent "differential" advection can produce lamination in the vertical by bringing air masses of different origins into the same column at different levels [e.g., Newman and Schoeberl, 1995], a process that contributes to vertical tracer mixing [Haynes, 1997]. Turbulent events such as wave breaking can produce complicated laminar, roll-like, and/or filamentary structures [e.g., Bithell et al., 1994]. Such features have been reported most extensively in ozone [e.g., Reid and Vaughan, 1991; Appenzeller and Davies, 1992; Appenzeller et al., 1996], but also appear in water vapour [Gray et al., 1994] as would be expected. Horizontal moisture layering is also frequent in the troposphere [e.g., Mapes and Zuidema, 1996, Newell et al., 1999].

Vertical advection or convection can also produce horizontal structure in water vapour due to the extreme vertical gradients in the climatological water vapour field, particularly in the troposphere. Vertical transport can occur in association with waves at all scales, from small-scale gravity waves to large-scale wave-like phenomena such as the Madden-Julian oscillation (see also Section 3.4.2). The patterns most evident in the tropics in Figure 3.23 are clearly due to the contrast between near-saturated conditions in the immediate environment of convection and relatively dry surrounding areas. This variability occurs on length scales down to less than 1 km, and is transient in that convection decays and reappears on time scales of less than a day. Of course, variability in the tropics can also be produced by the advective mechanisms described earlier.

The importance of these processes in the troposphere is revealed by a series of profiles taken near Panama (Figure 3.24). Water vapour is again quite variable near and below the tropopause owing to tropospheric weather. In contrast, above the tropopause the water vapour levels are low and change little from sounding to sounding. The relatively uniform dryness near the equator at the time of these measurements is also supported by ER-2 observations over the Pacific [Weinstock et al., 1995]. Similar conclusions may be drawn from the data presented in Kelly et al. [1993], though in that study somewhat more variability was found in the first few kilometres above the tropopause. Mechanisms leading to variability near the tropical tropopause are still poorly understood (see Section 3.3.3).

Recently, airborne laser hygrometers have begun providing unparalleled section views of the water vapour field that can help illustrate some of the structure that occurs and should lead to further understanding. A mid-latitude example measured by the NASA Lidar Atmospheric Sensing Experiment (LASE) off the East coast of the United States during July 1996 appears in Figure 3.25. Considerable horizontal variability is evident, with mixing ratios at 9 km varying by more than one order of magnitude owing to an intrusion of dry lower stratospheric air in apparent folding events near 69°W and 72°W longitude. Around 74°W, high humidity occurs in association with some clouds (not shown) that indicate prior convection. Small-scale vapour variations all along the flight (particularly evident between 4 and 8 km but noticeable at most altitudes) are likely remnants of earlier mixing events or filamentation, while slower horizontal variations near the tropopause (12-13 km level) shown here are probably related to large-scale vertical advection.

Since molecular diffusion is very slow in eliminating tracer gradients, the latter can become extremely sharp in the atmosphere, regardless of the advective or other mechanisms that create them. An example of this for water vapour near the tropopause is shown in Figure 3.26. Such features are highly problematic for accurate measurement of spatial averages or large-scale variations.
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Figure 3.24. Total water vapour mixing ratio profiles obtained by the NOAA Aeronomy Lab. U2 Lyman-α hygrometer in September 1980 during the Water Vapour Exchange Experiment over Howard AFB, Panama. The profiles are from ER2 research aircraft on August 30 and September 7, 9, 11, 12, 13, 15, and 16. Previously published by Kley et al. [1982].

Figure 3.25. Measurements of water vapour mixing ratio during a flight near Bermuda and from Bermuda to Wallops, Virginia, on July 26, 1996 made by the Lidar Atmospheric Sensing Experiment (LASE) as part of the TARFOX campaign. Data provided by Syed Ismail and Edward Browell, NASA Langley Research Center.
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Figure 3.26. Total water observed on 11 May 1998 by the WB57F on a southbound leg from (30°N, 95°W) to (10°N, 95°W) at 120 hPa pressure. 103 seconds correspond to 200 km (figure provided by A. Tuck).

Statistical description of variability

Strategies for quantifying overall transient variability are not straightforward, and a number of statistical approaches to the modelling of tracer variability have been attempted. We do not attempt to review this active research area here, mentioning only a few recent studies specifically of water vapour in the upper troposphere and lower stratosphere. Gierens et al. [1997], analysing data from the MOZAIC program, confirmed that fluctuations of humidity and temperature from their local means are characterised by occasional large fluctuations (i.e. heavy-tailed distributions) in the upper troposphere. Gierens et al. [1999] found further that the frequency of occurrence of relative humidity greater than 100% decreased exponentially above ice saturation, and that it decreased exponentially for the entire range of values in the lower stratosphere. They offered a stochastic source-sink model capable of producing such distributions. Cho et al. [2000] analysed the scaling properties of the water vapour distribution in the troposphere, finding “anomalous scaling” or multifractality out to scales of 100 km. Similar behaviour was found for other tracers out to larger scales in the upper troposphere and lower stratosphere by Tuck and Hovde [1999]. Importantly, Cho et al. [2000] note that while vapour increments are statistically stationary (see below), the transient vapour field itself is not. This means that the probability distribution (e.g., variance) of transients cannot be characterised accurately from a finite number of observations. Work continues actively in this area.

To supplement these studies we present here a simple analysis focusing on the practical issue of comparing measurements from imperfectly collocated instruments. Specifically, we consider the increment distribution, or probability distribution of possible difference values δq between water vapour observed at two locations with a given horizontal separation distance δx, and at approximately the same time and height in the atmosphere. This and related measures of variability are discussed by Bacmeister et al. [1997] and Cho et al. [2000]. Since the variability is produced for the most part by free turbulent motions, it is also possible to convert statistical functions of separation distance at a given time into...
functions of time lag at a given location using Taylor's Hypothesis—i.e., by multiplying the
time lag by a typical horizontal wind speed.

MOZAIC data serve this purpose well in the upper troposphere. Figure 3.27 shows the
distribution of the variable $\delta$RH, the difference in moisture between two points 100 km
apart. This distribution also is clearly non-Gaussian with a narrow peak near zero and very
heavy tails (in fact it is reasonably well fit by decaying exponentials on either side of zero).
The heavy tails reflect the existence of large jumps in humidity such as those discussed
previously. Since these data are not collected strictly on an isentropic surface, they will
contain some variability due to vertical structure in the atmosphere, if this is present, as
well as horizontal.

![Figure 3.27. Histogram of $\delta$RH, the difference in relative humidity at two neighbouring locations in the upper troposphere separated by 100 km. Data are obtained from MOZAIC aircraft measurements at altitudes between 10-12 km. The histogram is symmetric because each pair is counted as a positive and negative difference.](image)

Scaling behaviour [Cho et al., 2000; Tuck and Hovde, 1999] suggests that the properties of
this distribution should change in a simple and predictable way with increasing separation
distance $\delta x$. Distributions for other values of $\delta x$ (not shown) are indeed qualitatively similar
to that shown in Figure 3.27, but become broader with increasing separation distance.

This broadening is shown in Figure 3.28 as a second-order “structure function,” or plot of
the root-mean-square (RMS) value of $\delta$RH as a function of $\delta x$. The RMS difference
increases from about 5% relative humidity at a few tens of kilometres, to 25% RH at
distances of 1000 km or more. This increase appears roughly log-linear (a hallmark of
“scaling” behaviour) until the statistics deteriorate at larger scales. The variability is
somewhat greater in the tropics than in the northern mid-latitudes, out to distances of
100 km or less; this is likely due to the more frontal character, and/or greater horizontal
shearing, of mid-latitude weather compared with that in the tropics. The difference is
particularly apparent in the probability of two adjacent RH values differing by more than
10% (a nominal, modest accuracy level); at distances near 100 km the probability of this is
almost twice as high in the tropics as at mid latitudes. Such statistical “heterogeneity”
makes any statistical treatment of transient variability more difficult (see also Gierens
et al., [1999]).
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Figure 3.28. Plot of the square root of $\delta RH^2$ as a function of $\delta x$, where $\delta RH$ is the difference in relative humidity at two neighbouring locations in the upper troposphere separated by distance $\delta x$ (solid lines); and probability that $\delta RH$ will exceed 10% (dashed lines). Thick lines are for data north of 25N; thin lines, data between 25S and 25N. Statistical robustness weakens after a few hundred kilometres, where the curves become irregular, since effective sample size varies inversely with separation distance.

Figure 3.29 shows the structure function $\delta q$ describing vapour variability in the mid-latitude lower stratosphere, as calculated from ER-2 measurements. Flights during the spring and fall seasons show more small-scale variability than flights during summer and winter. The high variability in spring is due to the early spring break-up and equatorward mixing of the relatively dry polar vortex, while that in fall is likely due to the delayed mixing of moist season (July-August) air from near the tropical tropopause [e.g., Rosenlof et al., 1997]. At other times, mixing is relatively inhibited. Significant jumps in mixing ratio (0.5 ppmv) are possible over distances as short as 10 km, especially in spring and fall, though the ratio of RMS variability to the mean (4-5 ppmv) is substantially less than that in the upper troposphere (Figure 3.28).

Instrument collocation

Plots such as Figure 3.28 and Figure 3.29 may form the basis for a quantitative approach to maximising the effectiveness of instrument intercomparisons. However, to go any further depends on the details of the task at hand, including the sampling characteristics of the instruments and the availability of approximate collocations. The issue of how to model tracer distribution statistics and use these to improve collocation efforts is an ongoing area of research with few results to date. Further quantitative development of this topic would be of great help to instrument validation and data assimilation.

A few things can be said on the basis of the foregoing plots and discussion, however. Large moisture differences are possible over small distances (illustrated in Figures 3.25 and 3.26), so that a reasonable number of instrument collocations is essential to say anything useful about the relative accuracy of any two instruments even when collocation is good. Figures 3.28 and 3.29 can be used as a rough guide to how much of the apparent discrepancy between two instruments can likely be explained by real variability in the moisture field, for a given set of collocation distances. Often, the comparison will be between an
instrument with volumetric sampling (i.e. a satellite) and one with point sampling. In this case a rough idea of the possible natural variations can still be obtained from the given plots, though other statistics (less readily available from aircraft data alone) would be more appropriate. Gierens et al. [1997] give further analyses of direct relevance to collocation. Finally, these results also show that some seasons with less variability are considerably more favourable than others for instrument collocation.

Figure 3.29. Plot of the square root of $\delta q^2$ as a function of $\delta x$, where $\delta q$ is the difference in mixing ratio at two neighbouring locations in the lower stratosphere separated by distance $\delta x$ (solid lines); probability that difference will exceed 0.5 ppmv (dashed lines). Thick lines are made using flights during May and November; thin lines, flights during February and July. Data are obtained from Harvard Lyman-A measurements during the STRAT experiment, between latitudes of 25-55°N and potential temperatures of 460-500 K. A small correction has been applied to remove white instrument noise.
3.5 Long-term Variations

In this section we shall examine variations in water vapour on time scales longer than the quasi-biennial oscillation. We shall highlight the results from several instruments that have made long-term measurements on a nearly continuous basis and examine their results in some detail. Some of these instruments provide global coverage, and thus show that the evidence for an increase in northern mid-latitude stratospheric water vapour presented in Chapter 2 is not, at least in the 1990s, geographically confined to these regions. Long-term variations in water vapour in the upper troposphere will also be presented. Finally we will discuss some of the mechanisms that might cause the observed changes, and some of the important consequences of significant changes in atmospheric water vapour.

3.5.1 Stratospheric Measurements

Chapter 2 presented data from a large number of instruments that have measured water vapour at northern mid-latitudes since the 1950s. In this section we will highlight two specific data sets that have long records of regular measurements of stratospheric water vapour. The oldest data set that has provided quasi-continuous measurements of water vapour has been taken over Boulder, Colorado, since 1981 [Oltmans and Hofmann, 1995]. Since the early 1990s measurements from HALOE and from ground-based microwave instruments have also become available [Russell et al., 1993, Nedoluha et al., 1996]. The HALOE water vapour measurements are of particular value because they provide global coverage and because simultaneous measurements of methane are available.

The water vapour increase over Boulder, Colorado

Section 1.2.1 describes the operation of the balloon-borne, frost point hygrometer used to obtain vertical profiles of water vapour over Boulder, Colorado (40°N). This nearly 20-year record is unique in describing water vapour in the upper troposphere and lower stratosphere [Oltmans and Hofmann, 1995]. The relatively infrequent soundings (approximately monthly) do not provide adequate information to determine long-term changes in the troposphere because of the high variability of water vapour in this region. However, as has been shown in earlier chapters, the data are of suitable quality to provide information about changes in the lower stratosphere up to normal ceiling altitudes of the balloon of about 28 km.

The time series of water vapour mixing ratio in 2 km layers for three layers in the stratosphere is shown in Figure 3.30. The 16-18 km layer (Figure 3.30a) is the lowest level that is always in the stratosphere. This layer has a significant seasonal cycle and is the lowest altitude at which a linear trend fit to the data shows a significant increase in water vapour concentrations. Numerical increases are seen at altitudes even as low as 10 km but the large variability because of the mixture of tropospheric and stratospheric data makes the trend determination not statistically different from zero. At 20-22 km (Figure 3.30b) the seasonal cycle is small so that variability is a minimum in this region. The increase at 24-26 km (Figure 3.30c) is similar to that at all levels above 16 km (Figure 3.31). The increase of approximately 1%/year is highly significant at all levels above 16 km.
Figure 3.30. Time series of 2 km layer average water vapour mixing ratio in parts per million by volume (ppmv) over Boulder, Colorado, for (Top) 16-18 km which is the lowermost stratosphere over Boulder, (Middle) 20-22 km which is an altitude above the strong seasonal variation, and (Bottom) 24-26 km. The data are obtained from balloon-borne, chilled-mirror hygrometers that are launched approximately monthly. The solid line is a least squares fit to the data and $m$ is the slope with the 95% confidence interval.
Figure 3.31. The linear trend of water vapour mixing ratio (percent per year) and 95% confidence interval (shaded area) as a function of altitude over Boulder. Significant increases of about 1% per year are found at all altitudes above 16 km.

The computation of seasonal changes does not yield significant linear trends in many instances but may yield some information on the pattern of changes. Figure 3.32 is similar to Figure 3.31, but it shows a linear trend as a function of height over Boulder for two different 4-month periods of the year. Above about 18 km, linear trends for December to March are stronger than linear trends for August to November, exceeding 1%/year. For the remainder of the annual cycle, linear trends still exceed 0.5% year$^{-1}$. Linear trends for the April-July period (not shown) would fall between these lines. The stronger increase during December to March, which is when the water vapour minimum occurs over Boulder (Figure 3.10) has reduced the amplitude of the seasonal variation in the lowermost stratosphere over Boulder. This region of the stratosphere over Boulder has water vapour mixing ratios that can have only the equatorial lower stratosphere as their source. This suggests that an important component of the increase over Boulder is a change in the water vapour content of the source region or a weakening of the transport of air from this region to Boulder.
Increases in stratospheric water vapour in the 1990s

In addition to the multi-decadal increases in water vapour observed by balloon measurements at 40°N and by aircraft measurements over Southern England (section 2.5.4), a particularly rapid increase was observed globally during the years 1991-1996. This increase was documented with observations from the HALOE instrument, which first made measurements in October 1991 [Nedoluha et al., 1998a; Evans et al., 1998; Randel et al., 1999b]. In Figure 3.33 we show the global increases in water vapour (solid line B) and 2×CH4+H2O (solid line A) as measured by HALOE from January 1992 to December 1996. The results in this figure are derived from time series of monthly, zonal, averages of HALOE version 19 H2O and 2×CH4+H2O profiles starting in January 1992 and extending through December 1996. The HALOE H2O data are averaged vertically in 2 km increments over the altitude range 20–70 km and in 10° latitude increments from 70°S to 70°N; i.e. 70°N to 60°N; 60°N to 50°N; and so on. The HALOE CH4 and H2O profiles are first combined on common altitudes to calculate individual 2×CH4+H2O profiles and then these profiles are averaged similarly to H2O. Each of these monthly zonal averages are then averaged again with area weighting to produce a near-globally averaged time series. To investigate the annual average increase in H2O and 2×CH4+H2O mixing ratios, multiple linear regression is used to fit the HALOE near-globally averaged time series to a model including a linear trend, an annual, semi-annual, and 27-month harmonic, and an autoregressive noise series of order 1.
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Since previous analyses of the linear variation in water vapour measured by HALOE during this period have indicated significant differences [WMO, 1999], we have included a second independently calculated linear increase in Figure 3.33. The primary difference between the two calculations is the replacement of the 27-month sinusoid (solid line B in Figure 3.33) with a time series based on zonal wind measurements at Singapore between 70 and 10 hPa (dashed line in Figure 3.33). Other analysis techniques also provide very similar results. We conclude that the details of the analysis technique should not result in significantly different linear variations for this period.

Figure 3.34 shows the change in water vapour detected by HALOE throughout the stratosphere and mesosphere from October 1991 to December 1996. The measurements show that the global increase shown in Figure 3.33 was present at all latitudes. Ground-based microwave instruments at 34.4°N and 45.0°S were therefore able to validate the increase detected by HALOE [Nedoluha et al., 1998a]. A comparison between the increase derived from the ground-based measurements and those from HALOE is given in section 2.5.5. Examination of the HALOE 2×CH₄+H₂O measurements over a longer period of time (Figure 3.35) shows that the increase observed between 1992 and 1996 has not continued beyond 1996. Linear variations calculated for the period 1996-1999 (not shown) show no significant increases anywhere in the stratosphere. The strong change in low-frequency behaviour demonstrates that the global increases during 1992-1996 are not characteristic of monotonic decadal-scale trends, but rather suggestive of episodic change (possibly linked with the 1991 Mount Pinatubo volcanic eruption). The character of this time series
suggests cautious interpretation of trends derived from short time series with arbitrary beginning and endpoints.

Figure 3.34. The linear increase calculated for the period October 1991 through December 1996 from HALOE H$_2$O measurements that have been binned in 10° latitude increments. In units of ppmv year$^{-1}$.

Figure 3.35. Time series of deseasonalised anomalies in 2×CH$_4$+H$_2$O from HALOE measurements. The solid and open circles show anomalies averaged over the southern and northern hemispheres, respectively, and the smooth lines show the global means derived from a running gaussian filter intended to minimise the effects of the quasi-biennial oscillation (clearly seen in the time series at 10 hPa). Taken from Randel et al. [2000].
3.5.2 Tropospheric Measurements

In this section we shall investigate the long-term variations observed in the troposphere. In considering our ability to detect long-term changes in the troposphere, it is important to note that, with the exception of the MLS measurements, most of the measurements discussed here are taken by instruments that were designed to provide operational weather information. These measurements have therefore not generally put a high priority on the stability required for the study of long-term variations. Changes in instrumentation over time may therefore introduce time-varying biases into these measurements.

**MLS observations of the upper troposphere**

Figure 3.36 shows a 7-year time series of daily averaged data for humidity in specific and relative units, percent cloudiness and temperature in low latitudes (between 30°S and 30°N) derived from measurements made by MLS. MLS measures UTH from emission and reports vapour in relative humidity and mixing ratio units. The millimetre signals received by MLS can make observations in cirrus but the received signal will be enhanced by ice emission that is approximately half as strong on a per-mass-density content as vapour. Therefore ice has an impact on the data analysis and needs to be accounted for. Relative humidity values greater than 120% indicate likely presence of cloud and these were counted to derive a percent cloudiness. All measured humidity values exceeding 120% were then adjusted to 100% before analysing for humidity trends. The corresponding specific humidity values are set to ice saturation.

The data at 147 and 215 hPa are considered suitable for an analysis of long-term temporal variations. Daily averages of data taken between 30°S and 30°N were computed. To minimise sampling problems only days having at least 80% of the maximum possible science data are included in the analysis. An analysis of the global data set gives results similar to those found at low latitudes, but the magnitude of the long-term variations is reduced because the higher latitudes are much drier. The daily cloud counts are divided by the total number of observations for that day to give a percent cloudiness. The temperature data are exclusively from daily averaged NCEP reanalyses sampled at the MLS measurements points, and are entirely independent of the MLS measurements themselves. The plots show the daily average (grey dots) and a 12-month smoothed average (thick black line).

The relative humidity and cloudiness fields at both pressure levels show a clear minimum in 1994-1995, while the temperature field shows a maximum at this time. The anti-correlation in the variations of the temperature and relative humidity at 215 hPa produces a water vapour mixing ratio that has a shallow maximum at this level. Qualitatively the curves at 215 hPa seem reasonable. When the atmosphere cools the vapour carrying capacity of the atmosphere declines, hence relative humidity and cloudiness should increase. If cloudiness increases with declining temperature as shown, then more water is partitioned into ice and the vapour mixing ratio declines. At 147 hPa there is also a large decrease in relative humidity from 1991-1995, but this is accompanied by only a small increase in temperature during this period. This results in a clear minimum in water vapour mixing ratio during in 1994-1995. We note that there are several possible mechanisms that could cause variations on multi-year time scales that would not result in a linear trend over this time period, including the Pinatubo eruption that occurred 3 months prior to UARS launch, and ENSO.
Figure 3.36. Top panel to bottom: MLS volume mixing ratio, MLS relative humidity, MLS % cloudiness and NCEP temperature. Daily averaged data for 7 years between 30S and 30N. The columns represent different altitudes: a 3 km layer around 147 hPa (left column) and 215 hPa (right column). Dots are daily averages, and the black line is a 12-month running mean boxcar filter to remove the annual cycle.

**HIRS observations of the upper troposphere**

The HIRS observations provide information on relative humidity over ~200-500 hPa. Because this is a nadir-viewing instrument the vertical resolution is significantly coarser than that of MLS or SAGE. In addition, the level at which the emission is observed can also vary slightly. All of these differences result in decreased variability in the HIRS measurements relative to MLS and SAGE.

For this analysis, data from eight different HIRS instruments were used over a nearly 20-year time period of long-term variations. The intercalibration procedure uses the overlap periods of the different satellites to transfer the calibration from a baseline satellite to all
other satellites [Bates et al., 1996]. The HIRS instruments used to derive UTH are filtered radiometers and slight differences in the filter response functions from one instrument to the next are measured in the laboratory before each instrument launch. Thus, the empirical in-orbit intercalibration can be compared with a physically based intercalibration using the known filter responses, a sample set of atmospheric temperature and moisture profiles, and a forward radiative transfer model [Bates et al., 2000]. In most cases, the agreement between the empirical and forward-modelled intersatellite biases is on the order of only a few tenths of a degree. This excellent agreement lends credibility to the assertion that most of the inter-satellite bias is attributable to known differences in the filter response functions and is removed by empirical inter-satellite calibration.

Although satellite remote sensing has the advantage of complete global coverage from a single instrument, the inversion of the radiometric observations into geophysical variables, such as the specific humidity profile or water vapour mixing ratio, is an ill-conditioned problem that requires the use of additional a priori data. Great care must be exercised to ensure that the use of such a priori data does not lead to systematic biases. The alternative, analysis of the radiances or their close equivalent UTH, reduces the dependence on a priori data, but does not provide information on the water vapour amount independent of temperature.

Assessing long-term variability of UTH for climate change studies is difficult because of the high variability due to the southern oscillation and the competing effects of water vapour and temperature changes on UTH. Figure 3.37 shows the time series for the annual averages of UTH for different regions and the results of a linear fit for each region. The subtropical regions have the lowest relative humidity (28.6% for 10°S-30°S and 33.1% for 10°N-30°N) and the mid-latitudes the highest relative humidity (44.3% for 30°N-60°N and 43.7% for 30°S-60°S). The relative humidity for the deep tropics (10°N-10°S) is 38.9%, and the average for the entire region (60°N-60°S) is 39.7%. None of the calculated linear variations are significant at the 99% level assuming that each year is independent. The linear changes for 60°N-60°S (0.04% year⁻¹), 30°S-60°S (-0.1% year⁻¹) and 10°N-10°S (0.1% year⁻¹) are significant at the 95% level. These values should be viewed with caution because of the short length of the time series. In particular, in the deep tropics significant interannual variability and persistence, hamper the detection of long-term variations. The variability masks longer-term variations, and the persistence reduces the statistical significance of calculated linear changes because temporal autocorrelation reduces the number of independent observations.

The 30°S-30°N UTH variations measured by HIRS are also plotted in Figure 3.37 to provide a comparison with the variations observed by MLS (Figure 3.36). Of particular interest is the minimum in relative humidity that occurs in 1994. This minimum is contemporaneous with the minima observed in the MLS data at 147 hPa and 215 hPa, but is clearly much shallower. The shallower minimum seen in the HIRS data is qualitatively consistent with the shallower minimum seen with decreasing altitude in the MLS data, but care must be taken in comparing the two data sets because of the large differences in vertical resolution and because the HIRS measurements are not always sampling precisely the same pressure levels.
3. Distribution and variability of water vapour in the upper troposphere and lower stratosphere

Figure 3.37. Annual mean upper tropospheric humidity over ice from HIRS for various latitude bands and linear fit statistics from 1980 to 1997. 60S-60N (solid line), 60S-30S (dotted line), 30S-10S (dashed line), 10S-10N (dot-dash line), 10N-30N (dash-3dots line) and 30N-60N (long dashed line).

Lower tropospheric measurements

Because the lower and upper troposphere are dynamically linked, and are not separable in the way the stratosphere and troposphere are, it is appropriate to examine long-term changes in lower tropospheric water vapour. Here we summarise long-term variations determined using in situ, meteorological observations and satellite observations, some not presented in the previous Chapters. Multi-decadal changes in water vapour over some Northern Hemisphere land areas have been deduced from surface and radiosonde observations. These observing systems are not research quality systems, nor were they designed for the purpose of monitoring multi-year or multi-decadal changes in water vapour. Changes in instrumentation and observing methods, often not documented, hinder analysis of long-term water vapour changes [Elliott and Gaffen 1991, Elliott 1995, Rind 1998]. Nevertheless, efforts to detect long-term variations of lower-tropospheric water vapour have been made because of the importance of lower-tropospheric moisture in the global energy and water budgets. Lower-tropospheric water vapour increases are expected to accompany increases in global surface temperatures, because of the temperature dependence of both evaporation from the surface and the capacity of the atmosphere to hold moisture. Therefore, monitoring tropospheric water vapour changes is part of the much broader global climate change detection effort.
The most comprehensive analysis of radiosonde-based water vapour variations focused on surface to 500 hPa precipitable water (column-integrated water vapour) at those Northern Hemisphere radiosonde stations with temporally homogeneous records for 1973-95. *Ross and Elliott* [1998] find increases over North America except for Northeast Canada, consistent with an earlier analysis of a shorter record [*Ross and Elliott* 1996]. Over Eurasia, only China and the Pacific islands showed coherent, statistically significant, regional increases. The remainder of Eurasia showed a mix of positive and negative changes with a tendency for decreases in water vapour over Eastern Europe and western Russia.

These results are broadly consistent with the *Gaffen et al.* [1992] analysis of a smaller global station network with shorter records. Other regional analyses are those of *Zhai and Eskridge* [1997], who found increases of about 1-3 % decade$^{-1}$ in surface-to-200 hPa precipitable water over China for 1970-90, and *Gutzler* [1992, 1996], who found specific humidity increases of 3 to 9 % decade$^{-1}$ at 1000, 700, and 300 hPa from four western tropical Pacific radiosonde stations.

In an attempt to analyse water vapour changes over a longer time period, *Ross and Elliott* [1999] found mostly positive annual variations in lower tropospheric specific humidity and dew point data at 25 Northern Hemisphere stations with temporally homogeneous records for 1961-1995. The increases were smaller than those for the 1973-1995 period and few were statistically significant.

The aforementioned studies are consistent in their findings of tropospheric water vapour increases at individual radiosonde stations over periods during which instrument changes are not believed to contaminate data records. In contrast, *Peixoto and Oort* [1996] reported decreases in zonal-mean relative humidity between 1974 and 1988. The decreases were more marked at 300 hPa, where they are more likely associated with instrument changes than at lower levels, and were more pronounced at higher latitudes than in the tropics.

One of the striking results of global studies of total-column water vapour (most of which resides in the lower troposphere) is the strong correlation with globally averaged tropospheric temperature. This result is found in comparisons between a merged radiosonde, HIRS and Special Sensor Microwave Imager (SSM/I) tropospheric water vapour data set and the global Microwave Sounding Unit (MSU) temperature data [*Randel et al.* 1996] for 1988-1994. A similar result is found in the SSM/I data alone, compared with MSU over oceans [*Wentz and Schabel*, 2000] for 1987-1998. Locally, both radiosonde data and satellite data show correlations between total-column water vapour and sea surface temperature or surface air temperature, although the correlations break down at very high temperatures in tropical locations [*Stephens* 1990; *Gaffen et al.*, 1992; *Bony et al.*, 1995].

An earlier analysis that used HIRS and MSU data to estimate precipitable water for 30°N-30°S, for the period 1979-1995, suggested a 3% average drying of the tropical belt between the two periods 1979-1987 and 1989-1995 [*Schroeder and McGuirk* 1998a, 1998b]. However, the analysis could be influenced by artificial drying signals associated with changes in radiosonde instrument types, because radiosonde data were used in the statistical regression of precipitable water from the HIRS data [*Ross and Gaffen* 1998]. Total-column water vapour data from (SSM/I) for July 1987 through October 1998 show a global (over ocean only) increase of 2.2% per decade [*Wentz and Schabel*, 2000].

In summary, radiosonde humidity measurements show some evidence for increases in lower-tropospheric water vapour over limited regions of the globe during the past one to four decades, at rates of several percent per decade. Satellite data yield better spatial coverage, but analysis of long-term changes has been limited both by shorter data records and
problems merging the data from multiple satellites. A study of SSM/I data from 1987-1998 indicates increases comparable to those found in the radiosonde record.

### 3.5.3 Causes of Long-term Variations

While any long-term changes in upper tropospheric water vapour would be extremely important because of their radiative impact (see 3.5.4), it is not clear whether a significant change has indeed taken place. The long-term increase in water vapour in the stratosphere does, however, seem to be well documented. Several mechanisms that could be important in causing changes in stratospheric water vapour, both on a decadal time-scale and on longer time-scales, will be discussed in this section.

Only since 1991 is a continuous, near-global data set available for water vapour in the stratosphere. Since the quantity $2\times CH_4 + H_2O$ is nearly conserved in the stratosphere (3.2.1) the ability of HALOE to measure both of these molecules is important in distinguishing different mechanisms that can cause an increase in water vapour. Figure 3.33 showed the increase in $2\times CH_4 + H_2O$. The only other significant reservoir of hydrogen in the stratosphere is $H_2$ (~0.5 ppmv), and given the slow reaction rates associated with this species it is unlikely to contribute significantly to the observed changes. Of the three major hydrogen containing species in the stratosphere, only the entry level of $H_2O$ (3.2.1 and 2.5.4) can plausibly vary enough to provide the observed increase in $2\times CH_4 + H_2O$.

The increase in stratospheric water vapour seems to have stopped about 1996. This suggests that the large increase in the early 1990s might be related to the June 1991 eruption of Mt. Pinatubo [Nedoluha et al., 1998a], but there are certainly other possibilities. The 11-year solar cycle is near solar minimum at the same time that stratospheric water vapour peaks in ~1995-1996. While upper mesospheric water vapour is closely tied to the solar cycle, there is no known mechanism through which the solar cycle should affect stratospheric water vapour. There are many well known decadal scale oscillations which affect tropospheric parameters (e.g., the Arctic Oscillation, the Pacific Decadal Oscillation, etc.), and it is possible that some of the variations in stratospheric water vapour that have been observed are related to these oscillations. As an example, the Pacific Decadal Oscillation may itself help to prolong the period of the southern oscillation [Barnett et al., 1999], and it is possible that the variations in stratospheric water vapour are related to the enhanced El Niño activity of the early 1990s.

While the rapid global increase in water vapour in the early 1990s may be attributable to volcanic events or to decadal scale oscillations, the results shown in Chapter 2 (Figures 2.68 and 2.70) suggest that there is a much longer-term increase in water vapour in the lower stratosphere since the 1950s, across many instruments (Figures 2.70 and 2.72). Average water vapour mixing ratios as low as ~2 ppmv were reported for 140-170 hPa in the 1950s over Southern England by the British Meteorological Research Flight frost-point instrument (Figure 2.68e). This is significantly lower than the current entry-level water vapour mixing ratio. Such low mixing ratios are not currently found anywhere in the stratosphere, except in air that has been dehydrated in the extremely cold regions of the Antarctic vortex. Unless these older measurements are seriously in error, we must assume that these extremely low water vapour mixing ratios measured with the British Meteorological Research Flight frost-point instrument in the 1950’s and the Naval Research Laboratory frost-point in the middle 1960’s (see Figure 2.68d) point toward a very large change in global stratospheric water vapour over the last 50 years.
Changes in tropical tropopause temperature

Since the amount of water vapour in the stratosphere is very sensitive to the temperature at which air enters the stratosphere, long-term variations in the cold point tropopause temperatures may result in variations in the stratospheric water vapour budget. Even a small change in temperature could have significant effects, since the saturation vapour pressure of water vapour changes by ~15-20% for each 1 K change in temperature near the tropopause (at constant pressure).

The extent to which changes in tropical tropopause temperature affect stratospheric water vapour is dependent upon the saturation level of the air entering the stratosphere, and this is in turn dependent upon where tropospheric air enters the stratosphere. While the tropopause temperature calculated during the recent particularly cold years seems to suggest that the observed water vapour mixing ratios are consistent with tropical air crossing the tropopause uniformly throughout the tropics [Dessler, 1998], such a result is inconsistent with the stratospheric water vapour and tropopause temperature measurements from the 1980s and early 1990s [Vömel and Oltmans, 1999]. Regardless of whether or not air crosses the tropopause uniformly in the tropics, a long-term increase in the tropical tropopause temperature would probably result in an increase in water vapour.

Four studies of temperature trends at 100 hPa are summarised in WMO [1999]. These cover the years 1979-1994 and therefore do not include the particularly cold years of 1996 and 1997. The trends shown range from ~0.3°C/decade heating to ~0.5°C/decade cooling. Six studies of trends at 50 hPa do, however, all agree that from 1979-1994 there is a cooling trend in the tropical stratosphere, with numbers ranging from ~0.3 to 1.4°C/decade.

Using analyses of the European Centre for Medium Range Weather Forecasting (ECMWF) from 1979-1998, Simmons et al. [1999] calculated a cooling trend of ~0.6°C/decade in the global means of the 100 hPa temperatures. They also noted that the tropical 100 hPa temperatures for 1996 and 1997 were particularly cold. While there was a change in the ECMWF analysis technique in January 1996, Simmons et al. consider it unlikely that this is the cause the very cold temperatures in the final 2 years of the study.

Zhou et al. [2000a] examined tropical tropopause temperatures using operational sounding data from 1973-1998. Instead of calculating the global trend at the 100 hPa level as did Simmons et al. [1999], they calculated the average temperature at the tropical cold-point tropopause. While the time scale, altitude, and latitude range of their study was different from that of Simmons et al., Zhou et al. found a cooling trend of 0.57°C/decade, in agreement with the trend calculated by Simmons et al..

Randel et al. [2000] conducted a study of the interannual variability of the tropical tropopause temperature from radiosonde data and from the NCEP reanalyses. They noted that, while the radiosonde data shows a cooling trend of 0.5 K/decade from 1979-1997, no such trend is apparent in the NCEP reanalyses. Furthermore, both the radiosonde and NCEP data showed that while the 1996 and 1997 years were relatively cold, they were similar to values in the period 1984-1987 (unlike the ECMWF results of Simmons et al [1999]). They also point out that there is widespread evidence of abrupt temperature changes due to changes in instrumentation and methods, and these changes may significantly impact any long-term analysis, especially for data extending back before the mid-1980s [Gaffen, 1994; Gaffen et al., 2000]. Reanalysis data also contain artificial abrupt changes [Randel et al., 2000], such as discontinuities introduced by satellite data assimilation begun in late 1978.
These problems in both data sources hamper detection of long-term changes in tropopause temperature.

None of these studies of tropopause temperature extend back to the 1950s, but they are roughly coincident with the period of the measurements made in Boulder since 1981. Since observations show that stratospheric water vapour has been increasing over this period, especially during the early 1990s, we cannot make a direct link between long-term changes in tropical tropopause temperatures and increases in stratospheric water vapour. The lack of a relationship, if real, casts doubt on the hypothesis that the temperature of the tropical tropopause (or cold point tropopause) is the major governing process for stratospheric water vapour. As noted in section 3.3.3, other processes such as convection, cloud microphysics or circulation changes may be important.

**Aircraft emissions**

Another suggested source of increasing stratospheric water vapour is from aircraft emissions. The contribution of aircraft to atmospheric water vapour is directly from the H in the fuel. For a typical fuel hydrogen mass concentration of 13.8±0.02% by mass, aircraft emit with an emission index EI(H\textsubscript{2}O) of 1.23±0.02 kg of water vapour per kg of burned fuel [Schumann, 1996; IPCC, 1999]. Stratospheric emissions from the current world aircraft fleet are concentrated in Northern mid-latitudes as is expected from the air traffic pattern and the latitudinal variation of tropopause height. Depending on the definition of the tropopause, between 18 and 44% of current emissions of water vapour by aircraft are deposited in the stratosphere [Hoinka et al., 1993; Gettelman and Baughcum, 1999]. However, since flight routes are close to the tropopause and reach at most into the lowermost stratosphere, this effluent is rapidly returned to the troposphere with little expected accumulation [Holton et al., 1995].

For the IPCC assessment on the effects of aviation [IPCC, 1999], systematic tracer simulations were carried out with a suite of two-dimensional and three-dimensional atmospheric models to determine upper bounds for the accumulation of aviation aerosol in the atmosphere [Fahey and Schumann, 1999; Danilin et al., 1998]. These tracer simulations strongly suggest that aircraft emissions are not the source of observed decadal H\textsubscript{2}O changes at 40°N. The simulation results can be scaled by EI(H\textsubscript{2}O) to provide an upper bound (neglecting precipitation from the upper troposphere) for the accumulation of water vapour above the tropopause due to aircraft emissions. Taking the model that shows the largest tracer accumulation at 40°N, the computed H\textsubscript{2}O mixing ratio due to subsonic aircraft emissions reaches a maximum of 0.055 ppmv at 10 km altitude decreasing smoothly to 0.012 ppmv at 24 km. These values are small in comparison to current ambient values of 5.9 ppmv at 10 to 12 km and 4.2 ppmv at 22 to 24 km [Oltmans and Hofmann, 1995]. Assuming 5% yr\textsuperscript{-1} growth in fuel consumption, the change in aircraft-produced H\textsubscript{2}O ranges from 0.0034 ppmv yr\textsuperscript{-1} at 10 km to 0.0008 ppmv yr\textsuperscript{-1} at 24 km. These values represent a change of +0.006% yr\textsuperscript{-1} at 10 km and +0.018% yr\textsuperscript{-1} at 24 km. These increases in water vapour are more than a factor of 20 smaller than those found in long-term balloon observations (1-2 %/yr, Figure 3.31 and section 3.5.1).

The current contribution of aircraft emissions to stratospheric water vapour is therefore small, and unlikely to be a significant contributor to the observed increase. Nevertheless, far larger concentration changes and radiative forcing values would result from a large fleet of supersonic aircraft emitting water vapour into the stratosphere [IPCC, 1999].
Methane oxidation

The only well understood cause of long-term increases in stratospheric water vapour is the increase in anthropogenic methane emission. Increases in methane entering the stratosphere will lead to an increase in stratospheric water as the methane is oxidised. As can be seen in Figure 3.38, the increase in methane during the 1990s is less than ~0.01 ppmv yr\(^{-1}\) [Dlugokencky et al., 1994, Dlugokencky et al., 1998]. This should result in at most a ~0.02 ppmv yr\(^{-1}\) increase in stratospheric water vapour, far below what is observed in the HALOE data. For the period 1951 to 1981 Rinsland et al. [1985] derived column methane linear trends of 1.1±0.2% yr\(^{-1}\), while Zander et al. [1989] found 0.7±0.1% yr\(^{-1}\) for the period 1951 to 1986. A conservative upper limit for the total increase in methane since 1951 is ~0.5 ppmv. If all of the methane that entered the stratosphere were oxidised, then this would result in an increase of ~1.0 ppmv in water vapour since 1951. In regions, such as the lower stratosphere, where only a fraction of the methane entering the stratosphere has been oxidised this increase will be smaller. In particular, in the northern mid-latitude lower stratosphere regions where long-term measurements are available, ~1/2 of the methane will have been oxidised. The long-term increase in water vapour on these measurements due to increased methane entering the stratosphere would therefore be at most ~0.01 ppmv/year, which is below the rate of increase estimated from either the British Meteorological Research Flight data or the Boulder balloon data.
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Figure 3.38. Top Panel: Globally averaged CH\(_4\) mole fractions (dots) based on NOAA Climate Monitoring and Diagnostics Laboratory cooperative air sampling network sites [see Dlugokencky et al., 1998]. A smooth curve and deseasonalised trend have been fitted to the global averages. Bottom Panel: The globally averaged instantaneous CH\(_4\) growth rate, calculated as the derivative with respect to time of the trend curve in the top panel.

The rate at which methane is entering the stratosphere is increasing slowly, and thus plays only a minor role during periods of rapid increase such as the early 1990s. Changes in the fraction of methane that is oxidised in a particular region can, however, cause rapid changes
in water vapour at some altitudes. This is best seen in Figure 3.33, where the increase in H$_2$O alone is, at some altitudes, significantly larger than the increase in 2×CH$_4$+H$_2$O. Nedoluha et al. [1998b] found that there were no plausible changes in methane chemistry that could reproduce the observed changes in stratospheric methane in the early 1990s. Using a model, Nedoluha et al. [1998b] illustrated that a decrease in the tropical upward transport rate in the stratosphere could, however, cause the observed change in methane. Such a change in transport may, in turn, have been caused by the June 1991 eruption of Mount Pinatubo.

**Transport**

Some of the long-term variations in stratospheric water vapour may be caused by changes in transport. As mentioned in section 3.5.1, the changes in water vapour observed at mid latitude locations (such as Boulder, Colorado or over southern England) may be due to changes in the transport of air from the tropical tropopause. The changes in transport need not be steady or uniform. Water vapour increases could be caused by less transport of dry tropical air, or by more transport of wet tropical air. Smith et al., [2000] found, using a seasonal analysis of the HALOE record, that the increases in HALOE water vapour between 1992 and 1999 may be driven by increases in the upper troposphere in boreal autumn, when water vapour concentrations are high in the tropics. Smith et al., [2000] attribute these changes to changes in the Asian monsoon. Similarly, Zhou et al., [2000a] have proposed that the increases in stratospheric water vapour might be a result of changes in the latitudinal extent of the upwelling in the tropics. If tropical upwelling extended to higher latitudes with warmer tropical tropopause temperatures, water vapour in the stratosphere would increase. Thus changes in the location or rate of transport in either time or space may affect the water vapour distribution in the stratosphere.

**Summary of causes and expected future variations**

The mechanisms described here do not, in any combination, offer an explanation of the long-term increase in stratospheric water vapour that is fully consistent with all of the observations. Since water vapour chemistry in the stratosphere is thought to be well understood, and since the increase in stratospheric water vapour is now very well documented, we conclude that there have probably been changes in the process of stratosphere-troposphere exchange especially at the tropical tropopause, a process that is still poorly understood (see section 3.3.3). The increase in water vapour entering the stratosphere is occurring despite an observed decrease in the average tropopause temperature. This suggests that the average tropical tropopause temperature does not fully explain the amount of water vapour entering the stratosphere, and that changes in transport into the stratosphere, or within the stratosphere are important. Such a conclusion is perhaps not surprising, since it has long been argued that the tropical tropopause temperature is too warm to explain the dryness of the stratosphere [Newell and Gould-Stewart, 1981].

As noted above, the increase in anthropogenic methane emission from the 1950s through the 1980s is responsible for perhaps one half (0.5 ppmv) of the increase in stratospheric water vapour between the British Meteorological Research Flight measurements and the present suite of measurements described in detail in Chapter 2 (Figure 2.68). IPCC reports from the early 1990s forecast continued increases in anthropogenic methane concentrations in the 21st century, which could result in continued increases in stratospheric water vapour. Figure 3.38 shows, however, that during the 1990s, there were
significant changes in the growth rate of atmospheric methane concentration. If this change in the rate of methane increase is an indication that atmospheric methane is approaching a steady-state value, then any increase in stratospheric water vapour that is caused by increases in methane emission will soon cease. We note, however, that it is possible that recent changes in tropospheric chemistry are causing a decrease in the lifetime of methane, and that this is temporarily masking a continued increase in methane emissions \cite{Dlugokencky, 1998}.

Given the uncertainties in the future changes in methane, it is impossible to determine whether water vapour will continue to increase during the 21st century. It is certainly possible that if the positive trend in the amount of methane entering the stratosphere has come to a halt, then the increase in water vapour that has occurred over the last 50 years will also cease. Measurements since the mid-1990s do suggest that there has been no increase in water vapour since that time, and it is therefore possible that water vapour in the stratosphere has now stabilised.

We note, however, that a large fraction of the increase in stratospheric water vapour over the last 50 years cannot be attributed solely to increases in methane concentrations, but is instead probably the result of as yet unidentified changes in the exchange of water vapour from the troposphere. The amount of water vapour in the stratosphere will therefore only approach a steady-state value if the changes resulting from changes in methane concentrations, and the changes resulting from the as yet unidentified exchange mechanism, sum to zero. Since any changes in methane concentration that do occur in the future are likely to cause an increase in water vapour, and since the as yet unidentified mechanism has caused a large increase since the 1950s, it seems likely that some increase in stratospheric water vapour will continue in the 21st century. Based on figures such as 3.30 and 3.35, we have more confidence in saying that future increases (or decreases) in the water vapour content of the stratosphere may not be well described by a linear trend.

### 3.5.4 Consequences of long-term variations

#### Effect of water vapour changes in the stratosphere

Forster and Shine \cite{1999} have shown that a prolonged increase in stratospheric water vapour would cause significant cooling of the stratosphere, and that this could be a significant contribution to the observed cooling of the stratosphere. They found that a fixed 0.7 ppmv increase in stratospheric water vapour mixing ratio would result in a global cooling effect, which is comparable to that caused by stratospheric ozone losses from 1979-1997. The cooling is particularly strong in the Arctic, where they calculate a temperature decrease of 3-7 K in the spring. Shindell et al. \cite{1998}, in modelling the effect of increasing greenhouse gas concentrations, found that a 5-7 K decrease in springtime Arctic temperatures resulted in ozone column depletions of ~50%. These results were obtained by assuming that chlorine activation takes place whenever temperatures fall below 195 K, an approximate threshold for the formation of polar stratospheric clouds. Kirk-Davidoff et al. \cite{1999} combined the Shindell et al. \cite{1998} results with the Forster and Shine \cite{1999} results and pointed out that these implied that an increase in water vapour could have a significant effect on Arctic ozone depletion. In addition to its indirect effect on stratospheric temperatures, an increase in water vapour would also raise the saturation temperature required for the formation of polar stratospheric clouds. Kirk-Davidoff et al. \cite{1999}, however, found that the effect of increased saturation temperature on the formation of
polar stratospheric clouds was about an order-of-magnitude smaller than the effect of the reduced Arctic temperature due to increased water vapour.

In addition to its effect on Arctic ozone depletion, a prolonged increase in water vapour at the rate observed in the early 1990s, would also have a significant impact on ozone recovery in the upper stratosphere. (Note, however, that the evidence quoted earlier does not necessarily support the idea of a prolonged, continuous increase in water vapour mixing ratios). Nevertheless, it appears that the changes observed over decadal time-scales are capable of exerting a significant effect on the radiative and chemical balance of the stratosphere. For example, Jucks and Salawitch [2000] find that a 2.0 ppmv increase in water vapour in this region would negate the recovery of ozone caused by a 15% reduction of odd chlorine, Cl\textsubscript{y}. While this portion of the stratosphere does not significantly affect total column ozone amounts, this is the region where ozone recovery could first become apparent: this would be a sensible place to monitor for such evidence.

Furthermore, recent work has shown that stratospheric water vapour changes may contribute significantly to radiative forcing of surface temperature. Using an atmospheric model to simulate the last 20 years, and an increase of stratospheric water vapour consistent with the observations in Figure 3.30, Shindell [2000] illustrated that this simulation was consistent with observed changes in stratospheric temperature, and that the radiative forcing from the additional stratospheric water vapour contributed 0.2 W m\textsuperscript{-2} (~25\%) to climate forcing over the period. Thus continuing changes in stratospheric water vapour might significantly affect the evolution of climate forcing beyond greenhouse gas emissions. However, Shindell [2000] increased stratospheric water vapour concentrations by increasing the tropopause temperatures, which is not in accord with observations.

Effect of water vapour changes in the troposphere

The principal effects of variations of water vapour in the troposphere are expected to be: (i) the effect on the radiative balance, and (ii) the effect on cloudiness (which indirectly influences the radiative field). We will concentrate here on the effect on the radiation balance, since the effects of water vapour on clouds are beyond the scope of this assessment.

Water vapour throughout the troposphere exerts a strong influence over how the Earth loses radiative energy to space to balance the energy received and absorbed from the sun. The water vapour feedback (i.e., the feedback on global temperature caused by changes to water vapour resulting from increases in CO\textsubscript{2} and other gases) is now almost universally accepted to be positive and strong. Lindzen [1990] hypothesised a negative feedback process occurring in the upper troposphere in regions of strong descent near tropical convection, and suggested that general circulation models cannot properly simulate this effect and furthermore that it could overwhelm the direct feedback in the boundary layer. Since that time, however, many observational and modelling studies [e.g., Rind et al., 1991, Allan et al., 1999] have indicated that general circulation models broadly (though with poor absolute accuracy at present) capture the essential processes governing upper tropospheric moisture. Hence, a positive water vapour feedback is expected except in quite localised regions of strong descent.

Doherty and Newell [1984] and Clough et al. [1992] demonstrated that the complex pattern of cooling rates, or energy loss to space, as a function of spectral frequency is considerably influenced by the far infrared pure rotation band of water vapour. Doherty and Newell [1984] introduced the use of a height-spectral wave number cross section, on which
cooling rates are displayed. Figure 3.2 is an example of this cross section, taken from the work of Brindley and Harries [1998]. This shows, for two model atmospheres, tropical and sub-Arctic, that the pure rotation band of water vapour between about 100 and 500 cm\(^{-1}\) cools strongly to space from the upper and middle troposphere. Cooling rates up to \(10^{-2}\) K day\(^{-1}\) (cm\(^{-1}\))\(^{-1}\) over some 200-300 cm\(^{-1}\) are calculated in the upper troposphere, that is an integrated cooling rate of about 3 K day\(^{-1}\). In addition, the continuum bands in the window region between about 800 and 1200 cm\(^{-1}\), and the \(\nu_2\) vibration-rotation band between about 1200 and 1600 cm\(^{-1}\) also contribute to the cooling, but from deeper layers, near the surface and in the lower and middle troposphere. This is in addition, of course, to the strong cooling concentrated in a relatively narrow band around the 667 cm\(^{-1}\) CO\(_2\) band, extending through the whole depth of the troposphere and stratosphere, together with cooling due to other spectral features, such as the CH\(_4\) band centred at 1300 cm\(^{-1}\). With this description in mind, it is possible to discuss how humidity variations might affect the thermal radiation field.

Sinha and Harries [1995 and 1997] and Brindley and Harries [1998] demonstrated that the peak response to a change in the vertical water vapour mixing ratio distribution occurred at mid-troposphere levels within the atmospheric window for a warm, humid tropical case, and in the far infrared at upper tropospheric levels for a cold, dry sub-Arctic atmosphere. The quantitative effect of changes in upper tropospheric humidity are demonstrated in Figure 3.39 which shows the change in the greenhouse parameter (surface emission minus the outgoing longwave radiation) for +12% increases in water amounts for a tropical model atmosphere in the three layers (a) surface-800 hPa; (b) 800-500 hPa; and (c) 500-0 hPa.

Comparing these results with Figure 3.1 shows that this 12% increase in the upper tropospheric humidity leads to a +2% increase, or about 0.5 W m\(^{-2}\), in the outgoing longwave radiation to space. The reason for the small % response of outgoing longwave radiation to a given % change in humidity arises because of the competing effects of an increase in humidity (and thus optical depth) which increases the emission, but which also raises the effective height of cooling to space to a higher, colder layer. Being colder, the enhanced emission due to the higher humidity is offset by the effect of the lower temperature [Harries, 1996, Slingo and Webb, 1997].

Slingo and Webb [1997] analysed the sensitivity of the spectrally resolved outgoing longwave radiation emerging from the top of the atmosphere, as the concentration of atmospheric components and temperature varied as predicted by a climate change calculation using the UK Hadley Centre Climate Model. The modelled stratospheric cooling caused a decrease in outgoing radiation in the CO\(_2\) and O\(_3\) bands centred at 667 and 1060 cm\(^{-1}\) and the predicted surface warming causing an increased emission to space in the window region. The response of the outgoing longwave radiation to the modelled increase in humidity was very complex, however, due to the near-cancellation between temperature and humidity effects mentioned above.

Because of this cancellation between increasing humidity and decreasing temperature with height, and because of the current uncertainty over the precise water vapour concentration in the upper troposphere, and even greater uncertainty over trends in upper tropospheric humidity and temperatures, it has not been possible to date to carry out a firm quantitative estimate of the upper tropospheric radiative consequences of long-term changes in upper tropospheric humidity. However, current knowledge indicates that the radiative response to long-term changes in upper tropospheric water vapour will almost certainly be significant.
Figure 3.39. Change in greenhouse parameter (surface emission minus outgoing long-wave radiation) for 12% increases in water vapour amounts for a tropical model atmosphere in three layers: Low, surface to 800 hPa (top); Middle, 800—500 hPa (middle) and high, 500—0 hPa (bottom).
3.6 Conclusions

Water vapour is unique among atmospheric trace constituents in that conditions for saturation are common in the atmosphere. This property is the most important factor governing the distribution of water vapour in the atmosphere, both in the troposphere, where it varies by as much as four orders of magnitude in a vertical profile, and in the stratosphere, where variations are much smaller but still significant.

The global time-mean distribution and large-scale variations of water vapour are fairly well characterised by satellite data sets, especially HALOE and MLS (in the stratosphere) and MLS and HIRS (in the upper troposphere). In situ and ground-based data sets augment satellite information and present a picture consistent with satellite observations. In situ and ground-based data sets are also essential for revealing behaviour at smaller spatial scales, for long-term monitoring and for validation of satellite data sets.

In the stratosphere above approximately 100 hPa, the distribution of water vapour can be explained as a balance between dry air entering via the tropical tropopause and a source of water vapour from methane oxidation in the upper stratosphere. The “Brewer-Dobson” circulation then helps determine the distribution, along with wave-induced mixing and (in the lowest few kilometres of the stratosphere) upward extension of tropospheric circulation. Variations in the zonal direction are rapidly mixed so that water vapour is nearly constant following a fluid element. Nearly all air passing from the troposphere to the part of the stratosphere above 100 hPa enters through the tropical tropopause, where the removal of water vapour by low temperatures and a combination of other processes dries the air to around 3.5-4 ppmv in the annual mean. Some of this dry air rises slowly in the tropics, but most spreads poleward, or is mixed with mid-latitude air, especially in the lowest few kilometres of the stratosphere. Consequently, water vapour concentrations increase upward and away from the equator as methane is oxidised. Below approximately 100 hPa, the extratropical lower stratosphere is moistened by leakage from the troposphere, mostly by roughly horizontal transport across the subtropical tropopause. This horizontal transport has a strong seasonal component, being much stronger in the summer hemisphere. There is also a hemispheric asymmetry in the transport, with the South Asian monsoon in boreal summer significantly moistening the Northern Hemisphere, more than similar monsoon circulation in the Southern Hemisphere. Other important seasonal variations in the stratosphere occur in the winter and spring polar vortex, especially the Antarctic, where cold temperatures cause dehydration via the formation of ice clouds (which play a pivotal role in catalytic ozone destruction every spring).

In the tropics and subtropics, upper-tropospheric water vapour is strongly influenced by the three-dimensional time-mean circulation whose meridional projection is the Hadley circulation and whose zonal projection is the Walker circulation. The predominant source for moisture in the tropical and subtropical upper troposphere is convection, so that, on average, moist areas appear in the convective areas over the western Pacific, South America and Africa. Moist areas also appear seasonally in the region of the Asian summer monsoon and along the intertropical and South Pacific convergence zones. The seasonality of surface temperature and of convection, which roughly follow the sun, as well as seasonal variations in monsoon circulation, produce concomitant seasonal changes in water vapour in the troposphere. This relationship between convection and upper tropospheric moisture changes sign near the tropical tropopause, somewhere between 150 hPa and 100 hPa, so that convection dries the tropopause region. Water vapour is also influenced by fluctuations at both shorter and longer time scales, including the quasi-biennial oscillation in
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the stratosphere, and El Niño and the Southern Oscillation and the Tropical Intraseasonal Oscillation in the troposphere.

In middle to high latitudes in the upper troposphere, water vapour is highly variable and can be supplied by transport from the tropics, by mesoscale convection, or by extratropical cyclones. Dry air can be transported from the subtropics or from the extratropical lower stratosphere. These transport phenomena tend to be episodic rather than steady.

At the tropical tropopause, a complex mix of processes act to remove water vapour from air as it enters the stratosphere. Within the framework of large-scale mean ascent, the dehydration processes probably include smaller-scale ascent (convective and possibly non-convective), radiative and microphysical processes within clouds, and wave-driven fluctuations in temperature. The location, strength, and relative importance of these processes vary seasonally, but the seasonal variation in tropopause-level water vapour is influenced most of all by the seasonal variation in tropical tropopause temperatures. Air rising through the tropopause is marked with seasonally varying mixing ratio, and retains these markings as it spreads rapidly poleward and more slowly upward into the stratosphere.

In the upper troposphere and occasionally near sharp gradients in the stratosphere, filaments of water vapour with scales from tens to thousands of kilometres are prevalent. Sharp transitions between moist and dry air masses are produced naturally in the atmosphere by turbulent processes, and complicate quantitative comparisons between imperfectly collocated observations.

3.6.1. Long-Term Variations

Because water vapour is a radiatively active and chemically important gas, its future concentration will have an important influence on future climate. Measurements of water vapour in the lower stratosphere indicate increases over the last 20 years of about 20%. Older measurements imply a 50% increase in water vapour in the lower stratosphere since the 1950s. Unfortunately, projections of future concentrations of water vapour in the UT/LS are hampered by several factors, most notably the lack of definitive understanding of the causes of these long-term changes. Also, as discussed in chapter 2, the instrumental record is not of sufficient quality to combine records across instruments to derive overall long-term changes for water vapour in the lower stratosphere.

In the upper troposphere, long-term relative humidity observations were made as part of routine meteorological soundings, but are of such poor quality as to be unusable for detection of change. Satellite measurements since 1979 show a small but insignificant increase in relative humidity. Satellite measurements of specific humidity have been made only since late 1991, and show no significant change. Changes of specific humidity can be derived from measurements of relative humidity and of temperature, both of which show small increases since 1979, implying increases of specific humidity, but the combined uncertainty of these two measurements is such that the uncertainty in specific humidity is large and masks any changes of significance to climate. Total column water vapour, which is dominated by the lower troposphere, has increased over much of the Northern Hemisphere in the past 20-30 years.

In the lower stratosphere, satellite measurements of sufficient quality and continuity for detection of long-term variations began much more recently. The longest continuous, reliable data set is at a single location (Boulder, Colorado) and dates back only to 1981. Over this period, variations in stratospheric water vapour are consistently positive with a
value of about 1% year\(^{-1}\) at all levels between about 10 and 28 km, and these increases are statistically significant above 16 km. While a linear trend can be fit to this data, increases in the record are neither continuous nor steady. Global variations calculated over a much shorter period using the HALOE data set show an increase of 2% year\(^{-1}\) over several years (1993-1996) but also show a change in the sign of the variations around 1996. This underscores the limitations of using data records of this length for studying long-term linear trends.

Our understanding of factors controlling long-term changes in UT/LS water vapour is inadequate to explain the observed variations or to make good projections into the future. In the lower stratosphere, the observed 20-year increase at Boulder (and probably globally) is about twice what would be expected from methane oxidation alone. A simple explanation would be an increase in average saturation mixing ratio at the tropical tropopause; changes in this quantity are difficult to calculate, but appear to be in the opposite direction [e.g., Simmons et al., 1999]. Thus, it is likely that the expected increases in the concentration of atmospheric methane will lead to further increases in stratospheric water vapour, but the inability to explain past changes diminishes our confidence in the projection of future increases in water vapour.

It is fairly clear which processes (transport, convection, and clouds) are involved in determining the distribution of upper tropospheric water vapour, but their influences are very difficult to quantify. Since it is also difficult to predict how these might change in response to natural and human-induced climate change, future changes in the distribution and variability of upper tropospheric water vapour are unknown.

The combination of these uncertainties on the future of the water vapour content of the upper troposphere and lower stratosphere means that using available data we cannot answer fundamental questions about the influence of UT/LS water vapour on future climate.

3.6.2. Recommendations

1. Upper tropospheric specific humidity should be monitored with a view to determining long-term variations. It is important to have complementary observations, not relying solely on one instrument or approach.

2. Process studies of upper tropospheric water vapour and convection should be undertaken. These would include joint measurements of water vapour, cloud microphysical properties, and chemical species that can provide a history of the air.

3. More observations of the tropical tropopause region (15-20 km), by both in situ and remote sensing methods, are needed in order to improve our understanding of stratosphere-troposphere exchange there.

4. Stratospheric water vapour should be monitored at various latitudes. Maintaining current long-term measurement programs is necessary for any interpretation of long-term change. These measurements would have greater value if methane were simultaneously measured. Monthly balloon measurements like those over Boulder would be extremely useful for validation of satellite instruments in the upper troposphere and lower stratosphere and for measurement of long-term variations. Future satellite instruments should be planned so as to overlap with existing instruments.
5. Further theoretical work is needed to make best use of existing observations. For example, the variations observed in the HALOE data set around 1996 need to be better understood.

6. All the data used in this Assessment should be kept in a digital archive at the SPARC data centre. The purpose of this archive would not be on-line instant access, but research access to data in the future (e.g., for subsequent assessment activities). Therefore, data sets collected in the future should be added to this archive. Valuable data from the 1940’s, 1950’s, and 1960’s may already be lost, but some could and should be rescued.
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