Chapter 10: Polar Processes

Abstract. This chapter focuses on microphysical and chemical processes in the winter polar lower stratosphere, such as polar stratospheric cloud (PSC) formation; denitrification and dehydration; heterogeneous chlorine activation and deactivation; and chemical ozone loss. These are “threshold” phenomena that depend critically on meteorological conditions. A range of diagnostics is examined to quantify differences between reanalyses and their impact on polar processing studies, including minimum lower stratospheric temperatures; area and volume of stratospheric air cold enough to support PSC formation; maximum latitudinal gradients in potential vorticity (a measure of the strength of the winter polar vortex); area of the vortex exposed to sunlight each day; vortex break-up dates; and polar cap average diabatic heating rates. For such diagnostics, the degree of agreement between reanalyses is an important direct indicator of the systems’ inherent uncertainties, and comparisons to independent measurements are frequently not feasible. For other diagnostics, however, comparisons with atmospheric observations are very valuable. The representation of small-scale temperature and horizontal wind fluctuations and the fidelity of Lagrangian trajectory calculations are evaluated using observations obtained during long-duration superpressure balloon flights launched from Antarctica. Comparisons with satellite measurements of various trace gases and PSCs are made to assess the thermodynamic consistency between reanalysis temperatures and theoretical PSC equilibrium curves. Finally, to explore how the spatially and temporally varying differences between reanalyses interact to affect the conclusions of typical polar processing studies, simulated fields of nitric acid, water vapour, several chlorine species, nitrous oxide, and ozone from a chemistry-transport model driven by the different reanalyses for specific Arctic and Antarctic winters are compared to satellite measurements.
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10.1 Introduction

One of the main research themes in atmospheric science over the past three decades has been the investigation of the chemical and dynamical processes involved in stratospheric ozone depletion, the most severe manifestation of which is the Antarctic ozone hole. In general, the processes controlling polar stratospheric ozone are now well understood (e.g., WMO, 2018). In the very cold conditions that prevail inside the lower stratospheric winter polar vortex, water vapour (H$_2$O) and nitric acid (HNO$_3$) condense to form polar stratospheric clouds (PSCs). PSC particles and cold sulphate aerosols provide surfaces on which heterogeneous reactions can take place very rapidly, converting chlorine from relatively benign reservoir species such as hydrogen chloride (HCl) and chlorine nitrate (ClONO$_2$) into highly reactive ozone-destroying forms such as chlorine monoxide (ClO). Moreover, sequestration in PSCs substantially reduces gas-phase HNO$_3$ concentrations, and if solid HNO$_3$-containing PSC particles grow large enough to undergo appreciable gravitational sedimentation, then HNO$_3$ can be irreversibly removed from the stratosphere in a process known as denitrification. Similarly, sedimentation of water ice particles leads to dehydration. Severe denitrification and dehydration routinely occur in the cold, isolated Antarctic vortex. Compared to the Antarctic, the Arctic vortex is usually substantially warmer, more dynamically disturbed, smaller, and shorter lived, and thus in a typical year it experiences little or no denitrification or dehydration. Chlorine activation is also typically less intense, extensive, and prolonged in the Arctic than in the Antarctic. Consequently, although the same fundamental processes are at work in the lower stratosphere in both polar regions, in most years chlorine-catalyzed ozone loss is considerably weaker in the Arctic than in the Antarctic.

Lower stratospheric polar processes and chemical ozone loss are “threshold” phenomena that depend critically on stratospheric temperatures and other meteorological and dynamical factors (e.g., winter polar vortex characteristics, breakup dates, etc.). Several studies over the years have explored the temperature sensitivity of these processes; for example, Wegner et al. (2012) showed that heterogeneous reaction rates on liquid aerosols are doubled for every 1 K in cooling and increase tenfold over a 2-K range around 192 K, and Solomon et al. (2015, see also references therein) showed that a 2-K perturbation in temperature applied to heterogeneous chemical reactivities and PSC surface area in a specified-dynamics chemistry climate model induces a change in simulated Arctic column ozone loss of ~ 40 DU.

As in many other Earth system science specialties, atmospheric polar processing studies often rely heavily on global meteorological data sets. Thus it is essential to understand the accuracy and reliability of reanalysis fields in a polar processing context. Differences between reanalyses are likely to have the largest impact on such studies when conditions are marginal, i.e., in the Arctic (in most years) and in the autumn and spring in the Antarctic. As noted, for example, by Hoffmann et al. (2017a) and Lambert and Sanette (2018) and discussed further below, in addition to discrepancies in physical parameters (e.g., temperature, winds) between the various reanalyses, differences in their temporal and/or spatial resolution may also play a role in detailed quantitative studies.

Given the importance of stratospheric temperatures, transport, and mixing for ozone chemistry, a number of studies over the last twenty years have assessed the representativeness of meteorological analyses and reanalyses. We briefly summarize here several studies that carried out comparisons of two or more analyses/reanalyses specifically in a stratospheric polar processing framework. In one of the earliest such studies, Manney et al. (1996) examined temperatures, geopotential heights, winds, and potential vorticity (PV) calculated from stratospheric analyses provided by the (then) UK Meteorological Office (UKMO) and the US National Meteorological Center (NMC) in both hemispheres during dynamically active periods, when substantial discrepancies between analyses were likely to be seen. Although both analyses captured the qualitative features and evolution of the large-scale winter stratospheric circulation, differences in their temperatures and polar vortex characteristics implied significant effects on quantitative process studies, especially for the Southern Hemisphere. Knudsen (1996) also found substantial biases between observed lower stratospheric temperatures and analyses from UKMO and the European Centre for Medium-range Weather Forecasts (ECMWF). Knudsen et al. (2001) assessed the accuracy of analyzed winds from ECMWF, UKMO, and the US National Centers for Environmental Prediction (NCEP) Climate Prediction Center (CPC) by comparing calculated air parcel trajectories based on those analyses with long-duration balloon flights in the Arctic stratospheric vortex. Similarly, Knudsen et al. (2002) used independent meteorological measurements from long-duration balloon flights in the Arctic stratospheric vortex to quantify errors in five sets of analyzed temperatures: ECMWF, Met Office (formerly UKMO), the Goddard Space Flight Center Data Assimilation Office (DAO), NCEP/CPC, and NCEP/National Center for Atmospheric Research reanalysis (NCEP-NCAR R1); although some of the analyses showed larger scatter around the balloon values than others, occasional large differences occurred in all of them, particularly during a major sudden stratospheric warming. Manney et al. (2003b) compared commonly used meteorological analyses (Met Office, NCEP/CPC, NCEP-NCAR R1, ECMWF, DAO) during two cold Arctic winters, examining not only temperatures (average and minimum values, number of cold days, etc.) but also temperature histories along trajectories to assess simulated PSC lifetimes and the overall potential for chlorine activation. They found that discrepancies between analyses arise from differences in both the magnitude and the morphology of wind and temperature fields, such that dissimilarities in dynamical conditions in comparably cold winters may strongly influence the degree of agreement between meteorological data sets.
Following on from that study, Manney et al. (2005) investigated an extensive set of diagnostics related to lower stratospheric chemistry, transport, and mixing during the 2002 Antarctic winter, when unusual dynamical activity may have exacerbated the disagreement between meteorological data sets. Comparing four operational products (Met Office, ECMWF, NCEP/CPC, and the NASA Global Modeling and Assimilation Office (GMAO) Goddard Earth Observing System (GEOS-4)), as well as the 40-year reanalysis from ECMWF (ERA-40), NCEP-NCAR R1, and a second NCEP/Department of Energy reanalysis (NCEP-DOE R2), they again found considerable differences; such large disparities undermine confidence in the results from scientific studies based on any of those analyses/reanalyses. In particular, NCEP-NCAR R1, NCEP-DOE R2, and ERA-40 were shown to suffer from substantial deficiencies in their depiction of the magnitude, structure, or evolution of temperatures and/or winds that rendered them unsuitable for detailed studies of lower stratospheric polar processing. Labitke and Kunze (2005) compared stratospheric temperatures over the Arctic from NCEP-NCAR R1 and ERA-40 with an independent data set (historical daily analyses of Northern Hemisphere temperature fields over 100-10 hPa produced by hand at FU Berlin); although agreement in the long-term mean temperatures and the trends (1957-2001) was generally good, they also found unrealistic behavior in ERA-40, which displayed larger biases in the October to January interval after 1979. Tilles et al. (2006) focused specifically on the volume of air below the temperature threshold for PSC existence (VPSC); they found that, although the general patterns of VPSC evolution were similar for Met Office and ERA-40 reanalyses as well as ECMWF operational analyses and data from FU-Berlin, differences between the two reanalyses were as large as 10% during their period of overlap (1991 - 1999). Rieder and Polvani (2013) also touched on comparisons of VPSC, computing it using temperatures from MERRA, ECMWF Interim Reanalysis (ERA-Interim), and NCEP-NCAR R1. Although the depiction of year-to-year variability was seen to be strongly correlated among the three reanalyses, the magnitude of VPSC varied considerably, with MERRA and ERA-Interim indicating VPSC values roughly 30% larger than those from NCEP-NCAR R1. Rieder and Polvani reiterated the cautions raised earlier about using NCEP-NCAR R1 in detailed polar processing studies.

A few studies have looked at the impact of differences in meteorological fields on results from chemical transport models (CTMs). Davies et al. (2003) investigated the effects of denitrification on ozone depletion in a cold Arctic winter by forcing a 3D CTM incorporating different PSC schemes with both UKMO and ECMWF analyses, finding that the two meteorological data sets led to disparate patterns of modeled PSC formation and denitrification, and consequently also chlorine activation and ozone loss. Similarly, Feng et al. (2005) applied the same CTM and analyses to examine the evolution of the ozone hole during the highly disturbed Antarctic winter of 2002; although runs driven by both analyses reproduced the anomalous conditions in that winter, differences in the structure and magnitude of simulated total ozone were seen.

Lawrence et al. (2015) revisited the use of polar processing diagnostics to evaluate reanalyses, performing a comprehensive intercomparison of NASA’s Modern Era Retrospective-analysis for Research and Applications (MERRA) and ERA-Interim over the period 1979 to 2013. Agreement between the two meteorological data sets changed substantially during this interval, with many stratospheric temperature and vortex characteristics converging to greater consistency over time as more high-quality observations were assimilated. Lawrence et al. (2015) concluded that for the years since 2002 the MERRA and ERA-Interim reanalyses are equally appropriate choices and either can be used with confidence in polar processing studies in both hemispheres. In a follow-up study, Lawrence et al. (2018) extended the application of polar processing diagnostics to encompass other current full-input reanalyses, including MERRA-2, the Japanese 55-year Reanalysis (JRA-55), and the NCEP Climate Forecast System Reanalysis / Climate Forecast System, version 2 (CFSR/CFSv2). Results from this later study are described in detail in Section 10.4.

In summary, several previous studies have found considerable discrepancies between meteorological analyses/reanalyses in various parameters of relevance for polar processing, revealing that significant quantitative and qualitative differences may arise from the choice of which meteorological products are used in a given study. The recent work of Lawrence et al. (2015, 2016) indicates that agreement among various modern reanalyses improved substantially for some polar processing diagnostics in the post-2001 timeframe, following the introduction of new data streams. Nevertheless, previous studies have not examined all reanalyses of interest for S-RIP; moreover, a comparison of metrics not explored in earlier papers would be informative. Thus a comprehensive reassessment is warranted.

In this chapter we intercompare recent full-input reanalyses using an extensive set of polar processing diagnostics. The specific reanalyses considered here are: MERRA, MERRA-2, ERA-Interim, JRA-55, and CFSR/CFSv2. Fujiwara et al. (2017) provide an overview of these reanalysis systems, and they are also described in detail in Chapter 2 of this Report. We note that ECMWF stopped producing ERA-Interim in August 2019 and replaced it with ERA5. Because the bulk of the analysis for this chapter had already been completed by the time ERA5 became available, its performance has not been assessed here. Although we expect that ERA5 will prove to be at least as reliable for polar processing studies as other modern reanalyses, we can make no conclusive judgments about its suitability for such studies at this time.
The primary focus here is on reanalyses; however, in some cases where comparisons with atmospheric observations are made we also examine the ECMWF operational analysis (OA) and the NASA GMAO Goddard Earth Observing System Version 5.9.1 (GEOS-591) assimilation product. The ECMWF OA evaluated by Hoffmann et al. (2017a), whose results are summarized in Section 10.6, is characterized by 3-hr temporal resolution, 0.125° × 0.125° horizontal resolution, and 9 vertical levels with an upper lid at 0.01 hPa. The GEOS-591 near-real-time analysis, which was produced by the GEOS-5 data assimilation system (Modol et al., 2015; Rienecker et al., 2011), was characterized by 3-hr temporal resolution, 0.625° × 0.5° horizontal resolution, and 72 vertical levels with an upper lid at 0.01 hPa. This stable system, used by NASA Earth Observing System satellite instrument teams in their data processing, provided consistent meteorological fields over much of the Aura record and was thus somewhat akin to a reanalysis. It was assessed by Lambert and Santee (2018), whose results are summarized in Section 10.7.

Much of this chapter focuses on process-oriented and case studies. For many diagnostics, the degree of agreement between reanalyses is an important direct indicator of the systems’ inherent uncertainties, for which comparisons to independent measurements are not required. In addition, some diagnostics are based on PV or other dynamical quantities that cannot be provided directly by any measurement system. These situations pertain to many of the polar temperature and vortex diagnostics presented in Section 10.4, including minimum lower stratospheric temperature, area and volume of stratospheric air with temperatures below PSC existence thresholds, maximum latitudinal gradients in PV (a measure of the strength of the winter polar vortex), area of the vortex exposed to sunlight each day, and vortex breakup dates, as well as the polar cap average diabatic heating rates discussed in Section 10.5. On the other hand, comparisons with atmospheric measurements can be made for some diagnostics, especially the more derived ones. Such comparisons typically demand fairly broad spatial coverage on a daily basis, which is best afforded by satellite measurements. For the most part, comparisons between reanalysis fields and independent observations are left to Chapter 3; Long et al. (2017) also presented comparisons of reanalysis temperatures against satellite observations. However, analyses/reanalyses are evaluated through comparisons with long-duration superpressure balloon temperature and wind measurements in Section 10.6. In addition, the Constellation Observing System for Meteorology, Ionosphere and Climate (COSMIC) global navigation satellite system (GNSS) radio occultation (RO) temperatures are examined in connection with PSC thermodynamic-consistency diagnostics in Section 10.7. The latter section also relies on vertical profiles of gas-phase HNO₃ and H₂O measured by the Aura Microwave Limb Sounder (MLS), as well as PSC characteristies determined from Cloud-Aerosol Lidar and Infrared Pathfinder Observations (CALIPSO) Cloud-Aerosol Lidar with Orthogonal Polarization (CALIOP) lidar aerosol and cloud backscatter. Finally, because results from chemical models synthesize the interplay among the spatially and temporally varying differences between reanalyses and exemplify how their net effects impact the bottom-line conclusions of typical real-life studies, in Section 10.8 we compare simulated sequestration of HNO₃ and H₂O in PSCs, chlorine activation, and ozone fields with those observed by Aura MLS and the Envisat Michelson Interferometer for Passive Atmospheric Sounding (MIPAS) for one winter in each hemisphere. Model-based estimates of Antarctic chemical ozone loss in the stratospheric partial column are also compared with those derived from MLS data. Other commonly used ozone loss metrics such as ozone hole area, ozone mass deficit, etc., are not included here, nor are other processes that affect polar ozone but that are covered extensively elsewhere in this Report (e.g., sudden stratospheric warmings are discussed in Chapter 6). Further direct comparisons between observations and the ozone fields from the reanalyses can be found in Chapter 4.

### 10.2 Description of atmospheric measurements

#### 10.2.1 Aura Microwave Limb Sounder

MLS measures millimeter- and submillimeter-wavelength thermal emission from the limb of Earth’s atmosphere (Waters et al., 2006). The Aura MLS field-of-view (FOV) points in the direction of orbital motion and vertically scans the limb in the orbit plane, providing data coverage from 82°S to 82°N latitude on every orbit. Because the Aura orbit is sun-synchronous (with a 13:45 local time ascending equator-crossing time), MLS observations at a given latitude on either the ascending (mainly day) or descending (mainly night) portions of the orbit have the same local solar time. Northern high latitudes are sampled by ascending measurements near midday local time, whereas southern high latitudes are sampled by ascending measurements in the late afternoon. Vertical profiles are measured every ~165 km along the suborbital track, yielding a total of ~3500 profiles per day.

Here, we use the MLS version 4.2 (v4.2) data (Livesey et al., 2020). Detailed information on the quality of a previous version of MLS data, v2.2, can be found in dedicated validation papers by Lambert et al. (2007) for stratospheric H₂O, Santee et al. (2007) for HNO₃, Santee et al. (2008) for ClO, Froidevaux et al. (2008a) for HCl, Froidevaux et al. (2008b) for stratospheric O₃, and Schwartz et al. (2008) for temperature. The precision, resolution, and useful vertical range of the v4.2 measurements, as well as assessments of their accuracy through systematic error quantification (and, in some cases, validation comparisons with correlative data sets), are reported for each species by Livesey et al. (2020). Briefly, MLS measurements have single-profile precisions (accuracies) of 4 - 15% (4 - 20%) for H₂O, 0.6 ppbv (1 - 2 ppbv) for HNO₃, 0.1 ppbv (0.05 - 0.25 ppbv) for ClO, 0.2 - 0.3 ppbv (0.2 ppbv) for HCl, 0.05 - 0.1 ppmv (0.1 - 0.25 ppmv) for O₃, and 0.6 - 1.2 K (0 - 5 K) for temperature in the stratosphere.
We note that MERRA-2 assimilates MLS temperatures, but only at pressures less than 5 hPa and not within the pressure range investigated here (Gelaro et al., 2017).

Errors in the MLS H₂O contribute a few tenths of a Kelvin to the error in calculated frost point temperatures and are substantially smaller than the errors in the temperature limb sounding retrievals obtained from MLS. From August 2004 until December 2013, mean differences between NOAA frost point hygrometer and MLS H₂O data showed no statistically significant differences (agreement to better than <1%) from 68-261 hPa, although significant biases at 100 hPa and 83 hPa were found to be 10% and 2%, respectively (Hurst et al., 2014). However, increasing the time frame to mid-2015 revealed a long-term drift in MLS H₂O of up to 1.5% per year starting around 2010 (Hurst et al., 2016). Although changes to the MLS data processing system have substantially mitigated this drift in the version 5 MLS H₂O measurements (Livesey et al., 2021), for the v4 data used here the effect on the calculated supercooled ternary solution (STS) reference and frost point temperatures is less than 0.1 K per year.

To aid in the analysis of MLS measurements, particularly in Section 10.7, we make use of MLS Derived Meteorological Products (DMPs). These files contain meteorological data (e.g., temperature) and derived parameters (e.g., equivalent latitude) interpolated from gridded reanalysis fields to the along-track geolocations of the MLS measurements. The original version of the MLS DMPs was described in detail by Manney et al. (2007). Here we use updated files (version 2, the DMP version of record for the MLS v4.2 data; see the MLS web page, http://mls.jpl.nasa.gov, for more details); the v2 DMPs are from the software described by Manney et al. (2011a). DMP files containing associated meteorological information at the MLS measurement locations have been produced for all five full-input reanalyses considered here.

### 10.2.2 Envisat MIPAS

The MIPAS instrument (Fischer et al., 2008) was launched in March 2002 on the ESA Environment Satellite (Envisat) and was operational until April 2012. MIPAS was an infrared Fourier transform spectrometer for measuring limb emission spectra between 685 cm⁻¹ and 2410 cm⁻¹ (14.6 - 4.15 µm). Through azimuth scanning it provided global coverage from 87.5°S to 89.3°N. The instrument FOV was 30 km across-track and 3 km in the vertical, and the horizontal along-track sampling distance for nominal-mode observations was ~530 km from 2002 to 2004 and ~400 km from 2005 onward. Several retrieval algorithms have been developed for the MIPAS spectra; here we use profiles of temperature and atmospheric constituents generated by the KIT-1MF-ASF (Karlsruhe Institute of Technology, Institute of Meteorology and Climate Research, Atmospheric Trace Gases and Remote Sensing) group in cooperation with the Instituto de Astrofísica de Andalucía (von Clarmann et al., 2009). For ClONO₂ below 40 km, precision is 8 - 14%, with vertical resolution 2.5 - 9 km (Höpfner et al., 2007; von Clarmann et al., 2009). Retrieval of ClONO₂ is hindered by the presence of optically thick PSCs along the MIPAS line of sight.

### 10.2.3 CALIPSO CALIOP

The CALIOP dual-wavelength elastic backscatter lidar (Winker et al., 2009) flies on the Cloud-Aerosol Lidar and Infrared Pathfinder Satellite Observations (CALIPSO) satellite launched in April 2006. We use the CALIOP Level 2 operational data set L2PSCMask (v1 Polar Stratospheric Cloud Mask Product) produced by the CALIPSO science team. The Level 2 operational data consist of nighttime-only data and contain profiles of PSC presence, composition, optical properties, and meteorological information along the CALIPO orbit tracks at a horizontal resolution of 5 km and a vertical resolution of 180 m. We have applied post-processing to generate coarser horizontal/vertical bins for a better comparison at the scale of the MLS along-track and vertical resolution (see Section 10.7 for details). Each averaging bin is the size of the MLS along-track vertical profile separation (165 km) and the height between the mid-points of the retrieval pressure levels (2.16 km) for the MLS HNO₃ data product. This we refer to as the MLS geometric FOV. There are approximately four hundred 5 km × 180 m CALIOP “pixels” within the MLS geometric FOV.

The CALIOP PSC classification scheme used here is described by Pitts et al. (2009), with modifications discussed by Pitts et al. (2013), and consists of four main PSC types. MIX1 and MIX2 denote detections of nitric acid trihydrate (NAT) particles, with the MIX1/MIX2 boundary marking a transition between lower (MIX1) and higher (MIX2) NAT number/volume densities. The STS type indicates supercooled liquid ternary solution (H₂SO₄/HNO₃/H₂O) particles, and ICE indicates water-ice particles.

### 10.2.4 COSMIC GNSS-RO

We use the US/Taiwan Constellation Observing System for Meteorology, Ionosphere and Climate (COSMIC) network data obtained from the Universities for Cooperative Atmospheric Research (UCAR) COSMIC Data Analysis and Archive Center (CDAAC). Global navigation satellite system radio occultation (GNSS-RO) data have provided high accuracy (bias < 0.2 K and precision > 0.7 K, Gobiet et al., 2007), global (day and night) coverage, coupled with excellent long term stability, for nearly two decades (Anthes, 2011). The vertical resolution is better than about 0.6 km over the 15-30 km vertical range considered here. The introduction of GNSS-RO has been documented to improve numerical weather prediction (NWP) forecast skill in the ECMWF Integrated Forecast System (IFS) (Bonavita, 2014) and to reduce tropopause and lower stratospheric...
temperature biases in ERA-Interim (Poli et al., 2010). The direct assimilation of bending angles or refractivity is now the common practice for many global reanalyses; however, for many other purposes the production of vertical atmospheric temperature profiles from GNSS-RO data is required. The retrieval of vertical atmospheric geophysical profiles from RO requires a number of assumptions because of the long ray path through a non-uniform atmosphere (Ho et al., 2012). Therefore, corrections are required for ionospheric effects, variations in water vapour, and gradients in temperature along the ray path (Anthes, 2011; Poli and Joiner, 2004). Many other studies have intercompared GNSS-RO with independent operational analyses, e.g., with forecast versions that have not assimilated the GNSS-RO data. The near real time COSMIC data (in the form of bending angles or refractivity) are ingested by most of the data assimilation procedures considered here (except for MERRA), and therefore these reanalyses are not strictly independent of the postprocessed COSMIC temperatures. We have chosen to use the COSMIC temperatures as a common reference to evaluate the reanalysis departures, rather than using the reanalysis ensemble mean.

### 10.2.5 Concordiasi superpressure balloon ensemble means

Superpressure balloons are aerostatic balloons, which are filled with a fixed amount of lifting gas, and for which the maximum volume of the balloon is kept constant by means of a closed, inextensible, spherical envelope. After launch, the balloons ascend and expand until they reach a float level where the atmospheric density matches the balloon density. On this isopycnic surface a balloon is free to float horizontally with the motion of the wind. Hence, superpressure balloons behave as quasi-Lagrangian tracers in the atmosphere. The Concordiasi field campaign in Antarctica in September 2010 to January 2011 was aimed at making innovative atmospheric observations to study the circulation and chemical species in the polar lower stratosphere and to reduce uncertainties in diverse fields in Antarctic science (Rabier et al., 2010). During the field campaign, 19 superpressure balloons with 12 m diameter were launched from McMurdo Station (78° S, 166° E), Antarctica, by the French space agency, Centre National d’Études Spatiales (CNES). Balloons of this size typically drift at pressure levels of ~ 60 hPa and altitudes of ~ 18 km. The balloons were launched between 8 September and 26 October 2010, and each balloon flew in the mid- and high-latitude lower stratosphere for a typical period of 2 to 3 months.

The positions of the balloons were tracked every 60 s by means of global positioning satellite (GPS) receivers. At each observation time the components of the horizontal wind are computed by finite differences between the GPS positions. The uncertainty is about 1 m for the GPS horizontal position and 0.1 m s\(^{-1}\) for the derived winds (Podglajen et al., 2014). Each balloon launched during Concordiasi was equipped with a meteorological payload called the Thermodynamical SENsor (TSEN). TSEN makes in situ measurements of atmospheric pressure and temperature every 30 s during the whole flight. The pressure is measured with an accuracy of 1 Pa and a precision of 0.1 Pa. The air temperature is measured via two thermistors. During daytime, the thermistors are heated by the sun, leading to daytime temperature measurements being warmer than the real air temperature. An empirical correction has been used to correct for this effect, which is described in detail by Hertzog et al. (2004). The precision of the corrected temperature observations is about 0.25 K during daytime and 0.1 K during nighttime. Most of the measurements (i.e., more than 90 %) took place between 25 September and 22 December 2010, at an altitude range of 17.0 - 18.5 km, and within a latitude range of 59° - 84° S. The pressure measurements are mostly within a range of 58.2 - 69.1 hPa and the temperature measurements within 189 - 227 K. The density of air, calculated from pressure and temperature, varies between 0.099 kg m\(^{-3}\) and 0.120 kg m\(^{-3}\). The zonal winds are predominately westerly and mostly within a range of 1 - 44 m s\(^{-1}\). The meridional wind distributions are nearly symmetric, with meridional winds being in the range of ± 17 m s\(^{-1}\). Horizontal wind speeds are mostly within 5 - 47 m s\(^{-1}\).

The Concordiasi balloon observations have been assimilated into the ECMWF, MERRA, and MERRA-2 data sets, but they were not considered for NCEP-NCAR R1. The observations therefore provide an independent data source only for the validation of the NCEP-NCAR R1 data set. However, as meteorological analyses are a result of combining various satellite and in situ observations, a forecast model, and a data assimilation procedure, a comparison of the meteorological data with the Concordiasi observations still provides information on the performance of the overall system, even for the reanalyses that assimilate those observations. As the observational data have been subject to downsampling and data thinning before they were assimilated, an assessment of the representation of small-scale structures due to gravity waves also remains meaningful.

Trajectory calculations for the Concordiasi balloon observations have been analyzed using the Lagrangian particle dispersion model Massive-Parallel Trajectory Calculations (MPTRAC) (Hoffmann et al., 2016). Transport is simulated by calculating trajectories for large numbers of air parcels based on given wind fields from global meteorological reanalyses. The numerical accuracy and efficiency of trajectory calculations with MPTRAC was assessed by Rößler et al. (2018). Turbulent diffusion and subgrid-scale wind fluctuations are simulated based on the Langevin equation, closely following the approach implemented in the Flexible Particle
Overview of reanalysis polar temperature differences

To provide context for later results derived from more complex analysis techniques, we show in Figure 10.1 a basic overview of reanalysis temperatures in the polar lower stratosphere. We have chosen as a suitable metric the daily (12 UT) mean 60° polar cap temperature differences at 46 hPa. Time series of the temperature differences calculated for MERRA, MERRA-2, JRA-55, and CFSR/CFSv2 relative to ERA-Interim over 2008-2013 have been smoothed using a 10-day boxcar average. The daily mean standard error of the temperature differences is less than 0.1 K. In both hemispheres, temperature differences display annual cycles, with positive deviations mainly in summer and negative deviations mainly in winter. In the Antarctic the largest deviations are ~1 K in MERRA-ERA-Interim, whereas in the Arctic the largest deviations are in JRA-55-ERA-Interim, but they only reach ~0.5 K.

The grey-shaded regions in Figure 10.1 mark the useful wintertime measurement periods, chosen to capture the bulk of the PSC activity needed for the evaluation of the thermodynamic temperature comparisons that are discussed in Section 10.7. These periods also happen to largely coincide with times of smaller variability in the temperature differences, when biases of the other reanalyses with respect to ERA-Interim are predominantly negative. Therefore, we caution that intercomparisons of reanalyses undertaken using other time periods, especially for summertime, could even obtain temperature deviations of opposite sign whilst maintaining about the same magnitude. Indeed, whereas Hoffmann et al. (2017a) find MERRA to be the warmest and ERA-Interim the coldest compared to superpressure balloon temperature measurements made during the Antarctic Concordiasi campaign in September 2010 to January 2011, Lambert and Santee (2018) find the opposite order compared to the COSMIC and thermodynamic temperature references for May to August during 2008 to 2013. To reconcile this apparent discrepancy, in Figure 10.2 daily mean temperature differences (at 12 UT) for MERRA and MERRA-2 relative to ERA-Interim are used to highlight the non-overlapping intervals of the PSC analysis window (green line) and the balloon flights (red line). Measurements in the later time period of the Concordiasi balloon flights (September - December) clearly sample different atmospheric conditions than those prevailing in the earlier time period (May - August). Moreover, differences between reanalysis temperatures along individual balloon trajectories are likely to be amplified compared to the differences in mean polar cap temperatures. We note that MERRA does not assimilate COSMIC data, whereas MERRA-2 and the other reanalyses investigated here do; hence some of the reduction in the bias of MERRA-2 compared to MERRA seen in Figure 10.2 is likely attributable to the former’s use of GNSS-RO data.

Polar temperature and vortex diagnostics

Lawrence et al. (2018) expanded on the diagnostics in Lawrence et al. (2015) and applied them to CFSR/CFSv2,
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ERA-Interim, JRA-55, and MERRA-2 (evaluations were also done for MERRA but were not included in the paper). The full suite of diagnostics examined by Lawrence et al. (2018) includes minimum temperatures poleward of ±40° latitude, the area of temperatures (poleward of ±30° latitude) below PSC existence thresholds, the winter mean volume of lower stratospheric air with temperatures below PSC existence thresholds, maximum gradients in scaled PV as a function of equivalent latitude, the area of the vortex exposed to sunlight, and approximate dates of the breakup of the polar vortices. As noted by Lawrence et al. (2018), reanalysis comparisons are particularly critical to assess the uncertainties in these types of diagnostics because they are not quantities that can be compared directly with observations. The key results of Lawrence et al. (2018) are summarized below.

Figure 10.3 compares Southern Hemisphere (SH) extended winter season (MJJASO) minimum temperatures poleward of 40°S in the lower stratosphere from MERRA-2, ERA-Interim, JRA-55, and CFSR/CFSv2 with those from the reanalysis ensemble mean (REM). Since the REM values that go into each season’s mean vary from day to day and are expected to change with any large change in any of the reanalyses, the differences from the REM quantify only how far each reanalysis is from that mean during each season, thus giving an idea of the range of values (which could be interpreted as an uncertainty in the diagnostic) but not of the absolute changes in those values. The standard deviations shown on the right of Figure 10.3 help further quantify the spread among the reanalyses. The reanalyses converge towards much better agreement in the later years at all levels. There are step-like changes in agreement among the reanalyses around 1998 (especially ERA-Interim and MERRA-2), when the reanalyses (albeit not all at exactly the same time) changed from assimilating Tiros Operational Vertical Sounder (TOVS) to advanced TOVS (ATOVS) radiances; the latter provide higher-resolution constraints on stratospheric temperatures. On average, the individual reanalyses agree with the REM to within about 0.5 K in the most recent decade, though differences in the early years commonly exceed 3 K. The standard deviations of the differences increase with altitude (indicating larger maximum differences between the reanalyses) and show a modest decrease over the time period, with an abrupt decrease seen around 1998 in most reanalyses. CFSR/CFSv2 generally shows larger variance than the other reanalyses in the period since about 2002, and less of a change around 1998. These features are consistent with those from comparisons of other polar processing diagnostics. In the Northern Hemisphere (NH), the reanalyses agree much better throughout the 36 years (to within about 1.5 K before 1999), though convergence toward better agreement is also seen in most of the reanalyses (excepting CFSR/CFSv2) (Lawrence et al., 2018); this is not unexpected since the input data density (from, e.g., sondes and ground-based measurements) in the years before the TOVS/ATOVS transition was much greater in the NH, and thus the reanalyses’ temperatures before that transition were much better constrained than those in the SH. Lawrence et al. (2018) also evaluated the area of temperatures below PSC thresholds, with results consistent with those shown here for minimum temperatures.

Figure 10.4 shows differences from the REM of daily maximum PV gradients (a measure of vortex strength) with respect to equivalent latitude averaged over the DJFM season in the NH, as well as the standard deviations of the daily differences. The climatological maximum values of this diagnostic increase with height from around 1 - 6 x 10^6 s^-1 deg^-1 at about 430 K to over 20 x 10^6 s^-1 deg^-1 above about 600 K (Lawrence et al., 2018). There is no obvious systematic decrease in the differences from the REM, and a very slight apparent decrease in the standard deviations for most reanalyses. Not shown is a small
systematic decrease in the difference between MERRA and MERRA-2 for a narrow range of levels from 580 K to 700 K. JRA-55 shows generally stronger maximum PV gradients than the REM up through about 750 K, whereas CFSR/CFSv2 shows weaker gradients through most of that range. ERA-Interim and MERRA-2 are generally closer to the REM, with regions of stronger and weaker gradients alternating with height. As can be seen from the standard deviations, the variability in the daily differences increases strongly above about 520 K. The standard deviations also highlight a period of large variance in the differences between about 1995 and 2002 in the highest levels shown (above about 580 K) in ERA-Interim, JRA-55, and MERRA-2; this is a period when many data inputs were changing (including the TOVS to ATOVS transition) and during which the timing of those changes and the way they were handled (e.g., whether a simple switch or using both older and newer inputs for a time) vary among the reanalyses. The maximum PV gradient diagnostic for the SH shows an improvement in agreement with the REM after about 1999, albeit not as strong as that for temperature diagnostics (Lawrence et al., 2018).

Figure 10.5 shows the winter-mean (DJFM) volume of air with temperature below the NAT PSC threshold for the NH for each of the reanalyses, expressed as a fraction of the volume of air in the vortex. (The altitude for the depth in the volume calculation is obtained using the theta to altitude conversion approximation of Knox (1998).)
slightly larger volume than the other reanalyses. The sensitivity to the ±1 K offsets is, as expected, largest when the volume itself is large. The corresponding diagnostics for the SH are shown in Lawrence et al. (2018); they indicate generally smaller differences, consistent with less interannual variability and much larger volumes with PSC potential in the Antarctic.

Lawrence et al. (2018) calculate vortex area and sunlit vortex area based on a vortex boundary defined by a climatological winter profile of the PV at the location of maximum PV gradients; that paper provides a detailed discussion of why this choice of vortex-edge definition is appropriate. Vortex area and sunlit vortex area show small but persistent biases in vortex size, with JRA-55 usually having a smaller vortex than ERA-Interim and CFSR/CFSv2 and the MERRA-2 vortex size difference from the REM varying with altitude. Consistent with a generally smaller vortex, JRA-55 tends to have earlier vortex decay dates than the other reanalyses evaluated; MERRA-2 has the latest vortex decay dates below about 550 K, and CFSR/CFSv2 the latest above that.

The extent of the bars shows the sensitivity of the diagnostic to using ±1 K offsets in the threshold temperatures. Those threshold temperatures are calculated according to Hanson and Mauersberger (1988) for standard pressure surfaces (12 levels per decade in pressure, as have been used for several NASA satellite instrument data sets) using climatological HNO3 and H2O profiles (from all January Cryogenic Limb Array Etalon Spectrometer (CLAES) data and all January UARS MLS data, respectively); these values are most accurate for conditions that are neither denitrified nor dehydrated (see Lawrence et al., 2018, and references therein, for further details). The threshold temperatures are then assigned to the “corresponding” standard theta level; the bar ranges for the ±1 K offsets thus help to estimate uncertainties from the approximations for the HNO3 and H2O profiles and for the conversion to theta levels.

Lawrence et al. (2018) calculate vortex area and sunlit vortex area based on a vortex boundary defined by a climatological winter profile of the PV at the location of maximum PV gradients; that paper provides a detailed discussion of why this choice of vortex-edge definition is appropriate. Vortex area and sunlit vortex area show small but persistent biases in vortex size, with JRA-55 usually having a smaller vortex than ERA-Interim and CFSR/CFSv2 and the MERRA-2 vortex size difference from the REM varying with altitude. Consistent with a generally smaller vortex, JRA-55 tends to have earlier vortex decay dates than the other reanalyses evaluated; MERRA-2 has the latest vortex decay dates below about 550 K, and CFSR/CFSv2 the latest above that.
Differences in vortex area and decay dates are small and do not obviously improve over the period studied.

10.5 Polar diabatic heating rates

Diabatic heating rates in the polar vortex regions are important to polar processing studies: Diabatic descent is the main driver of the downward transport of trace gases, including inorganic chlorine (Cl$_2$), and the replenishment of ozone in the lower stratospheric vortex, and it is thus critical to account for it in studies aimed at using observations to quantify chemical ozone loss (see, e.g., Manney et al., 2003a; WMO, 2007, and references therein, for reviews of methods for observational ozone loss studies). Although descent in the polar vortices can be estimated using quasi-conserved tracers such as N$_2$O or CO (Ryan et al., 2018, and references therein), such estimates can be biased by mixing processes (Livesey et al., 2015, and references therein), and in models and reanalyses the vertical motions of stratospheric air parcels are often constrained thermodynamically based on net diabatic heating, as initially laid out by Murgatroyd and Singleton (1961) and Dunkerton (1978).

Diabatic heating in the polar lower stratosphere is generally controlled by radiative effects – the sum of longwave cooling from thermal emission, and shortwave heating from solar absorption (when sunlight is present). For longwave cooling, the most important factors are temperature and the concentrations of major greenhouse gases carbon dioxide, water vapor, and ozone. Shortwave heating is determined primarily by the solar zenith angle and ozone amount. The physics of radiative transfer and the basic spectroscopic parameters needed to calculate net diabatic heating have been known for some time, and the foundation for understanding radiative heating and cooling in the stratosphere is well established (e.g., Mertens et al., 1999; Olaguer et al., 1992; Kiehl and Solomon, 1986; Ramanathan, 1976). However, there are a number of important issues that remain for improving the accuracy of radiative heating and cooling calculations in the stratosphere, such as corrections to...
broadband schemes used in models, variations in the representation of water vapor longwave radiative effects, and uncertainties in solar near-infrared spectral irradiances (e.g., Menang, 2018; Maycock and Shine, 2012; Forster et al., 2001).

We use the zonal mean model-generated diabatic heating rates from the MERRA-2, ERA-Interim, JRA-55, and CFSR reanalyses described by Martineau et al. (2018; Section 3.6.1 of that paper, also see Wright, 2017), which are provided on a common grid to facilitate comparisons. These are on a standard pressure grid and given as the potential temperature tendency due to all physics; further details, including the processes included and differences in products provided, are given by Martineau et al. (2018)\(^1\). For the figures shown here we construct daily averages from the six-hourly fields provided and average those over the polar cap (60°-90°) in each hemisphere. The climatological comparisons are done for 1980 through 2010 so that CFSR can be included (diabatic heating rates for CFSRv2 were not archived).

Figure 10.6a shows NH polar cap averaged heating rates in the lower stratosphere for the REM (as defined in Section 10.4) constructed from MERRA-2, ERA-Interim, JRA-55, and CFSR. As expected, the strongest diabatic cooling (descent) is seen in late December through March, and stronger descent is seen at higher altitudes. Increased negative values in late January and February are coincident with the most common timing of strong sudden stratospheric warmings (SSWs), during which the temperatures far above radiative equilibrium give rise to stronger diabatic cooling (see, e.g., Manney et al., 2008, 2009b, and references therein). Differences of each reanalysis from the REM are shown in Figure 10.6b through 10.6e. The largest differences between the reanalyses and the REM are at the lowest pressures, with differences up to about ±1 K/day near and above (at lower pressures than) 30 hPa. During the cold season (November through April) that we are most interested in here, the magnitude of the differences from the REM is typically no more than about 0.4 K/day except above (at pressures below) 20 hPa; cold-season differences are thus typically within about 10%. While there is much interannual variability (in line with the large interannual variability in temperatures), examination of individual years indicates generally consistent biases between the reanalyses, with JRA-55 generally showing lower values (stronger diabatic cooling) than the other reanalyses in

\(^1\) also see the footnote on diabatic heating rates in reanalyses in Section 12.1.3.
most of the reanalyses in the ATOVS period, but the differences are small and qualitative differences appear negligible in the climatology.

To examine the day-to-day differences among the reanalyses, we show time series at 20hPa and 50hPa for individual winters, choosing a relatively quiescent and a very disturbed winter in each hemisphere. Figure 10.8 shows the NH cold seasons of 2008/2009 (a year with a strong, prolonged vortex-split SSW, e.g., Kutippurath and Niki-lin, 2012; Labitzke and Kunze, 2009; Manney et al., 2009a) and 2010/2011 (at the time, the year with the largest Arctic ozone loss on record, e.g., Balis et al., 2011; Manney et al., 2011b; Sinnhuber et al., 2011). At the onset time of the SSW in late January 2009, there is an abrupt increase in diabatic cooling (stronger negative values) at both levels shown, as temperatures rose far above radiative equilibrium. A previous period of unusually strong diabatic cooling occurred at both levels in November 2009, and a period of unusually weak diabatic cooling occurred immediately before the SSW onset. In contrast, in 2011, a sharp increase in cooling in late January at 20hPa was associated with a minor SSW that did not strongly affect the lower stratospheric vortex; except during this period at the higher levels, diabatic cooling in 2011 was close to, but often somewhat weaker than, climatological values, consistent with lower-than-average temperatures. While the reanalyses show small biases (about 0.5 K at 20hPa and 0.3 K at 50hPa), they all follow the day-to-day variations quite well, such that any of these would give a representative picture of the daily evolution of diabatic heating. CFSR often shows slightly less cooling than the other reanalyses and occasionally shows qualitatively different behavior for a few days to a week or so (e.g., at 50hPa in mid-February and late March 2009).

Figure 10.9 shows 2002 (the winter with the only major SSW on record in the SH, e.g., Shepherd et al., 2005, and references therein) and 2006 (a year with one of the deepest ozone holes on record, e.g., WMO, 2018). In contrast to the NH, the diabatic heating rates in the SH are usually near the climatological values. In 2006, diabatic cooling at 20hPa was slightly

In light of the large changes in temperature agreement before and after the transition from assimilating TOVS to ATOVS data (e.g., Lawrence et al., 2018; Long et al., 2017), we examined separately climatologies between 1980 and 1998, and between 2000 and 2010, for each hemisphere. Overall, the agreement among reanalysis diabatic heating rates does not differ substantially during the two periods, suggesting that the differences in the reanalyses’ radiative transfer models and their inputs (e.g., differences in handling ozone and water vapor) are likely a larger factor than changes in the satellite radiances used to define temperatures for the radiation calculations. Maximum values of differences at pressures below 30hPa are slightly smaller for

Figure 10.8: North polar cap (60°-90°N) average diabatic heating rates in the lower stratosphere from four reanalyses for 2009 (left panels) and 2011 (right panels) in the NH at 20hPa (top panels) and 50hPa (bottom panels) during the cold seasons. Coloured lines show the reanalyses as given in the legend. The grey line shows the REM 1980-2010 climatology for the same time of year as a reference. Values from CFSR are not available in 2011.

Figure 10.7 shows a similar REM climatology and reanalysis differences for the SH polar cap. The strongest radiative cooling (largest negative values) is seen in late spring during the final warming (October and November), with strong cooling also seen in fall. As in the NH, the largest differences among the reanalyses occur during the warm season and in late spring, and at levels above (pressures below) about 20hPa except for JRA-55 warm-season differences near 50hPa to 15hPa. Outside of those times and regions, the magnitude of differences is typically less than 0.4 K/day, and less than 0.2 K/day below (at pressures higher than) about 30hPa, thus within about 15%. As was the case in the NH, JRA-55 has a weaker seasonal cycle in the diabatic heating rates than the other reanalyses.

Figure 10.9 shows 2002 (the winter with the only major SSW on record in the SH, e.g., Shepherd et al., 2005, and references therein) and 2006 (a year with one of the deepest ozone holes on record, e.g., WMO, 2018). In contrast to the NH, the diabatic heating rates in the SH are usually near the climatological values. In 2006, diabatic cooling at 20hPa was slightly

Figure 10.9: As in Figure 10.8 but for the south polar cap average in 2002 (left panels) and 2006 (right panels).
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weaker than the climatology at the end of the season, consistent with lower-than-usual temperatures (closer to radiative equilibrium) at that time. The contrast with 2002 is dramatic – the SSW occurred in late September, when there was an abrupt increase in diabatic cooling at all levels examined. Unusually large wave activity was seen for about a month prior to the SSW (e.g., Krüger et al., 2005; Newman and Nash, 2005), leading to modest temperature increases, consistent with the strengthening of the diabatic cooling over that in the climatology during the month prior to the SSW. During both winters, similar to the NH results, all of the reanalyses capture the day-to-day variability well, with some small overall biases apparent. The spread among the reanalyses is slightly larger than that in the NH, especially at 50 hPa, with a range among the reanalyses near 0.5 K at both levels shown. Again, CFSR often shows slightly less cooling than the other reanalyses, but ERA-Interim shows the weakest diabatic cooling among the reanalyses from July through September 2006. JRA-55 shows stronger diabatic cooling than the other reanalyses at 50 hPa during most of both winters shown.

This evaluation of diabatic heating rates in the lower stratosphere indicates generally good agreement among the reanalyses and that each of the reanalyses compared can reasonably be used in studies of polar processing, with some limitations; in particular, the weaker seasonal cycle in JRA-55 than in any of the other reanalyses suggests some caution in using heating rates from that reanalysis in the middle stratosphere and higher.

10.6 Concordiasi superpressure balloon comparisons

In this section we review the work presented by Hoffmann et al. (2017a) in the S-RIP special issue on the superpressure balloon measurements made during the Antarctic Concordiasi campaign (Rabier et al., 2010) in September 2010 to January 2011 to evaluate meteorological analyses and reanalyses. The study covers the ERA-Interim, MERRA, MERRA-2, and NCEP-NCAR R1 reanalyses, as well as the higher-resolution ECMWF operational analysis (OA, see Section 10.1 for details). The comparison was performed with respect to long-duration observations from 19 superpressure balloon flights, with most of the balloon measurements conducted at altitudes of 17-18.5 km and latitudes of 60°-85° S. The five meteorological data sets considered by Hoffmann et al. (2017a) differ significantly in spatial and temporal resolution, with the truncation of the models limiting the capability of representing small-scale fluctuations.

10.6.1 Temperatures and winds

Hoffmann et al. (2017a) (see their Table 3) found positive temperature biases in the range of 0.4 K to 2.1 K, zonal wind biases in the range of −0.3 m s⁻¹ to 0.5 m s⁻¹, and meridional wind biases below 0.1 m s⁻¹ for all data sets compared to the balloon measurements. The largest biases and standard deviations were typically found for NCEP-NCAR R1, which may be attributed to the fact that this data set is independent, whereas the Concordiasi balloon observations were assimilated into the other reanalyses. However, significant differences between ECMWF (OA and Interim), MERRA, and MERRA-2 are manifest, despite the balloon data being assimilated into each of these products. Hoffmann et al. suggest that this is a result of inter-model dependencies, such as the relative weighting of observations, types of forecast models, and the particular assimilation procedures of each model.

The superpressure balloon observations are a valuable source of data with which to study small-scale fluctuations in the atmosphere that are mostly attributed to gravity waves, as demonstrated in several studies (e.g., Jewtoukoff et al., 2015; Vincent and Hertzog, 2014; Plougonven et al., 2013; Hertzog et al., 2008, 2012). Statistics of high-pass filtered balloon data were used by Hoffmann et al. (2017a) (see their Table 4) to assess the representation of small-scale fluctuations in the meteorological analyses. ECMWF OA reproduces about 60% of the standard deviations of the temperature and wind fluctuations of the balloons, and the temperature results are consistent with the recent studies of Jewtoukoff et al. (2015) and Hoffmann et al. (2017b).

Therefore, the ECMWF operational model resolves the atmospheric gravity wave spectrum with higher fidelity than the reanalyses since ERA-Interim, MERRA, and MERRA-2 reproduce only about 30% of the standard deviations of the temperature and wind fluctuations seen in the high-pass filtered balloon data, and NCEP-NCAR R1 reproduces only about 15% for temperature and 30% for the winds. These results are correlated with the spatial resolutions of the analyses, which determine the ability of the forecast models to simulate realistic gravity wave patterns.

Large-scale biases and standard deviations of temperatures and horizontal winds at different latitudes were averaged over the entire time period of the campaign by Hoffmann et al. (2017a) and are reproduced in Figure 10.10. An increasing temperature bias from middle to high latitudes is seen in all reanalyses. NCEP-NCAR R1 shows the largest temperature warm bias (3.1 K) at high latitudes of 80°-85° S, but a bias is also present in reanalyses that assimilated the Concordiasi balloon observations, although to a lesser extent: MERRA (1.4 K), MERRA-2 (1.3 K), ERA-Interim (1.1 K), and ECMWF OA (0.5 K). Southern Hemisphere winter pole temperature biases were also reported for earlier winters in other studies (Bocca et al., 2008; Parrondo et al., 2007; Gobiet et al., 2005), and the Concordiasi study indicates that such biases were still present in 2010/2011. Gobiet et al. (2005) speculate that the assimilation of microwave radiances from satellite measurements into ECMWF analyses may be a reason for the temperature bias. The NCEP-NCAR R1 warm bias found by Hoffmann et al. (2017a) is comparable to those found in earlier studies. Other analyses have smaller biases, which Hoffmann et al. attribute to the assimilation of the Concordiasi data.
Moreover, the wind biases as well as temperature and wind standard deviations shown in Figure 10.10 are also generally largest for NCEP-NCAR R1, whereas they are smaller and more similar to each other for both ECMWF data sets and MERRA-2.

10.6.2 Trajectories

Hoffmann et al. (2017a) used the balloon tracking observations to evaluate reanalysis-driven trajectory calculations with the Lagrangian transport model MPTRAC, where the vertical motions of simulated trajectories were nudged to pressure measurements of the balloons. Absolute horizontal transport deviations (AHTD) and relative horizontal transport deviations (RHTD) are commonly used to compare trajectory calculations with observations or to evaluate results for different model configurations (Stohl, 1998; Stohl et al., 1995; Rolph and Draxler, 1990; Kuo et al., 1985). AHTD at a particular time is the average Euclidean distance between the observed balloon and modeled air parcel positions projected to the Earth’s surface. RHTDs are calculated by dividing the AHTD of individual air parcels by the length of the corresponding reference trajectory. Of course, the accuracy of calculated trajectories depends strongly on the fidelity of the particle dispersion model being used as well as the details of its configuration (e.g., the time step, which is 30 seconds in these runs, consistent with the sampling rate of the balloon data). Our purpose here, however, is not to evaluate the trajectories themselves, but rather to compare the air motions calculated using the same model setup but different reanalyses to drive the model with long-duration balloon observations as a tool for assessing transport in the reanalyses.

Figure 10.11 shows transport deviations for the different meteorological data sets calculated from over a hundred samples of 15-day trajectories, and at the end of this time the AHTDs are in the range 1400 km to 2200 km. Estimates of the growth rates of the AHTDs are typically within 60 km day\(^{-1}\) to 170 km day\(^{-1}\). The RHTDs are in the range 4 - 12% after 2 days, but converge to a smaller range of 6 - 9% after 15 days. Although the transport deviations grow rather steadily, the relative differences between the data sets tend to get smaller over time. The largest transport deviations and growth rates were found for NCEP-NCAR R1, which did not assimilate the Concordiasi balloon observations. The results agree well with those reported by Bocciara et al. (2008) for the Vorcore campaign.

Figure 10.10: Bias and standard deviations of temperature and horizontal winds of meteorological analyses minus Concordiasi balloon data at different latitudes. From Hoffmann et al. (2017a).

Figure 10.11: Absolute (left, AHTD) and relative (right, RHTD) horizontal transport deviations of simulated and observed balloon trajectories for different meteorological analyses. Dotted grey lines represent AHTD growth rates of 60 km day\(^{-1}\) and 170 km day\(^{-1}\). From Hoffmann et al. (2017a).
in 2005, where mean spherical distances of about 1650km (with an interquartile range of 800 - 3600 km) for ECMWF analyses and 2350km (1400 - 3800 km) for NCEP-NCAR R1 data were found for 15-day trajectories.

10.7 PSC thermodynamic-consistency diagnostics

In this section we review the work presented by Lambert and Santee (2018) in the S-RIP special issue on comparisons of reanalysis temperatures with COSMIC GNSS-RO temperatures and with independent absolute temperature references derived from theoretical considerations of PSC formation defined by the equilibrium thermodynamics of STS and water-ice clouds. The PSC thermodynamic-consistency diagnostics rely on the near-simultaneous and colocated measurements of nitric acid, water vapour and cloud phases provided from the long-term precise formation flying of the CALIOP and Aura MLS instruments within the afternoon “A-Train” satellite constellation. The initial A-Train configuration of the CALIPSO and Aura spacecraft from April 2006 to April 2008 resulted in an across-track orbit offset of ~ 200km, with the MLS tangent point leading the CALIOP nadir view by about 7.5 minutes. From April 2008 until September 2018, Aura and CALIPSO were operated to maintain positioning within tightly constrained control boxes, such that the MLS tangent point and the CALIOP nadir view were colocated to better than about 10 - 20 km and about 30 seconds.

The analysis refines and extends the methodology used originally by Lambert et al. (2012) to investigate the temperature existence regimes of different types of PSCs. The CALIOP lidar PSC classification is used to identify the presence of STS and ice PSCs in the MLS geometric FOV at the along-track resolution (165 km × 2.16 km). MLS provides ambient gas-phase H2O and HNO3 volume mixing ratios, which are required to calculate the theoretical equilibrium temperature dependence of the STS (T eq) and ice (T ice) PSCs, based on the expressions of Carslaw et al. (1995) and Murphy and Koop (2005), respectively. Observed and calculated temperature distributions are compared for both the uptake of HNO3 in STS and the ice frost point for each reanalysis data set and for MLS temperature. Viewing scenes having a distinct dominant PSC classification in a sample volume similar in size to the MLS gas-species resolution are selected, with the requirement that 75% or more of the CALIOP pixels in the MLS geometric FOV have the same PSC classification. Scenes satisfying this requirement for CALIOP STS detections are denoted as LIQ; those for CALIOP ice detections are denoted as ICE. Reanalysis temperature biases are then quantified relative to the respective LIQ and ICE reference temperatures. The calculated standard deviations of the temperature differences are used to estimate the measurement precisions. Lambert et al. (2012) show that the resulting root mean square (RMS) temperature uncertainties for the LIQ and ICE references are smaller than those derived for the MLS retrieved temperatures and comparable to the measurement capabilities of the GNSS RO technique (bias <0.2 K, precision >0.7 K) in the lower stratosphere.

The estimated measurement precisions for the STS equilibrium and ice frost points are 0.4 K and 0.3 K, respectively, in the 68 - 21 hPa pressure range, with the corresponding estimated measurement accuracies in the range of 0.7 - 1.6 K for STS and 0.4 - 0.7 K for ice.

The approach for PSC thermodynamic-consistency diagnostics is summarized as follows:

- Identify LIQ and ICE PSCs using the CALIOP lidar measurements.
- Accumulate the CALIOP PSC types (LIQ and ICE) at the MLS along-track resolution (165 km × 2.16 km), ensuring that the same PSC type is detected in at least 75% of the MLS FOV.
- Calculate the theoretical temperature dependence of STS (T eq) and ice (T ice) PSCs under equilibrium conditions using the spatially and temporally colocated MLS gas-phase HNO3 and H2O measurements.
- Compare reanalyses and MLS data with (a) calculated and observed HNO3 uptake in STS and (b) ice temperature distribution vs. the frost point temperature.
- Create LIQ and ICE temperature distributions for each reanalysis (all interpolated to the MLS measurement times and locations) as well as MLS.
- Calculate the median and mean temperature deviations from T eq and T ice and their standard deviations for LIQ and ICE classifications, respectively.

In the Antarctic, six PSC seasons from 20 May (d140) to 18 August (d230) were investigated from 2008 to 2013 for latitudes poleward of 60°S in the lower stratosphere (100 - 10 hPa). In the Arctic, five PSC seasons from 2 December (d336) to 31 March (d090) were investigated from 2008/2009 to 2012/2013 for latitudes poleward of 60°N.

10.7.1 Mountain waves

Small-scale temperature fluctuations are not captured accurately by the reanalyses because of their limited spatial resolution (e.g., Hoffmann et al., 2017a). An orographic gravity wave case study over the Palmer Peninsula was used by Lambert and Santee (2018) to show that, at 50 hPa, the temperature amplitudes resolved by the reanalyses can vary by up to a factor of two in extreme circumstances. The differences in the wave amplitudes are well correlated with the spatial resolutions of the reanalyses. It is thus important to identify regions characterized by small-scale temperature fluctuations and remove them from further consideration in this study. The high vertical resolution of the COSMIC temperatures allows examination of the spectrum of temperature variance over the height region of PSC activity. An estimate of the potential energy density of the wave disturbance, $E_p$, ...
provides an effective means of applying low-pass filtering to reveal the large-scale temperature structure. A low-pass filter was applied by excluding profile matches with COSMIC temperature variances > 0.5 K (\(E_p > 1.5 \text{ J kg}^{-1}\)). COSMIC temperatures were restricted to below 200 K to focus on regions of potential PSC existence.

10.7.2 Thermodynamic equilibrium

PSC theoretical existence temperatures, calculated based on equilibrium thermodynamics, are dependent on the ambient partial pressures of H\(_2\)O in the case of the ice frost point, \(T_{\text{ice}}\) (Murphy and Koop, 2005), and also of HNO\(_3\) for STS (Carslaw et al., 1995).

Figure 10.12 shows scatterplots against ERA-Interim temperature of coincident MLS HNO\(_3\) and H\(_2\)O for PSCs classified by CALIOP at the 46-hPa pressure level in the 2013 Antarctic winter. (a) MLS HNO\(_3\) vs ERA-Interim temperature for liquid (LIQ) PSCs (light blue dots). Note that measurement noise can lead the MLS data processing algorithms to retrieve negative HNO\(_3\) mixing ratios when abundances are low (e.g., under highly denitrified conditions). Though unphysical, such negative values must be retained to avoid introducing a positive bias into any averages calculated from the measurements. The theoretical equilibrium uptake of HNO\(_3\) by STS is shown for representative ambient H\(_2\)O values by the light blue-black dashed lines. The yellow-black dashed lines show the corresponding NAT equilibrium curves. (b) MLS H\(_2\)O vs ERA-Interim temperature for ice (ICE) PSCs (dark blue dots). The dark blue-black dashed lines indicate the theoretical equilibrium for the frost point temperatures. Adapted from Lambert and Santee (2018).

In Figure 10.13 we show the variation in MLS gas-phase HNO\(_3\) with ERA-Interim temperature for CALIOP PSC classifications at 31 hPa for one Southern Hemisphere winter. MLS HNO\(_3\) data are separated into corresponding CALIOP PSC categories, allowing comparison of

Figure 10.12: Scatterplots of coincident MLS HNO\(_3\) and H\(_2\)O vs ERA-Interim temperature for PSCs classified by CALIOP on the 46-hPa pressure level in the 2013 Antarctic winter. (a) MLS HNO\(_3\) vs ERA-Interim temperature for liquid (LIQ) PSCs (light blue dots). Note that measurement noise can lead the MLS data processing algorithms to retrieve negative HNO\(_3\) mixing ratios when abundances are low (e.g., under highly denitrified conditions). Though unphysical, such negative values must be retained to avoid introducing a positive bias into any averages calculated from the measurements. The theoretical equilibrium uptake of HNO\(_3\) by STS is shown for representative ambient H\(_2\)O values by the light blue-black dashed lines. The yellow-black dashed lines show the corresponding NAT equilibrium curves. (b) MLS H\(_2\)O vs ERA-Interim temperature for ice (ICE) PSCs (dark blue dots). The dark blue-black dashed lines indicate the theoretical equilibrium for the frost point temperatures. Adapted from Lambert and Santee (2018).

Figure 10.13: Composite statistics for d140 - d230 (the bulk of the PSC existence period) of a representative year (2009) of the MLS gas-phase HNO\(_3\) variation with ERA-Interim temperature corresponding to CALIOP PSC classifications at 31 hPa, with the added constraint that at least 75% of the MLS FOV is filled with the same classification. (a) Scatter plot of HNO\(_3\) vs temperature deviation from the frost point \((T - T_{\text{ice}})\) for PSCs classified as LIQ (light blue) and ICE (dark blue). (b) As for (a), but for MIX2 PSCs (yellow). Equilibrium STS (light blue-black dashed) and NAT (yellow-black dashed) curves show the theoretical uptake of HNO\(_3\). Because of non-equilibrium effects, which cause larger temperature scatter, the CALIOP NAT classifications MIX1 and MIX2 are not used in this analysis, but this panel is shown to indicate the good discrimination between the solid and liquid uptake curve branches. Note that there are no MIX1 PSC detections for the case shown here. (c) Temperature histograms for HNO\(_3\) mixing ratios > 1 ppbv for the LIQ classification and NAT classification for the MIX2 classification; the ICE classification remains the same as in (c) for comparison. From Lambert and Santee (2018).
observed and modeled uptake of HNO₃ in different types of PSCs. The scatter of MLS HNO₃ against the temperature deviation from the frost point (calculated using MLS H₂O) is shown in Figure 10.13a for LIQ and ICE PSCs. Uptake of gas-phase HNO₃ in the presence of liquid-phase LIQ PSCs follows the STS equilibrium curve. In contrast, HNO₃ abundances are very low (typically ~2 ppbv or less) in the presence of ICE PSCs. In Figure 10.13b, uptake of gas-phase HNO₃ in clouds identified by CALIOP as being solid NAT MIX2 shows significant non-equilibrium variation, lying between the STS and NAT equilibrium curves. For this reason, we do not use either of the CALIOP NAT classifications, MIX1 or MIX2, in this analysis. Histograms of the temperature distributions of Figure 10.13a and b are shown in Figure 10.13c. Light blue (LIQ) and yellow (MIX2) represent distributions for HNO₃ mixing ratios > 1 ppbv, whereas red (LIQ) represents distributions for HNO₃ mixing ratios < 1 ppbv. The tails of the temperature distributions for LIQ (light blue and red histograms) do not reach temperatures lower than those in the distribution for ICE (dark blue), and no peaks indicating the existence of PSCs at a frost-point depression near T_{frost} − 3 K are observed. In Figure 10.13d, the temperatures are transformed with respect to the corresponding equilibrium curves: STS for the LIQ classification and NAT for the MIX2 classification, with the ICE classification remaining the same as in Figure 10.13c for comparison. As a result, the LIQ histogram narrows and is shifted (Lambert et al., 2012). This is just an illustrative case; since there are seven temperature data sources, collected over six years on six pressure levels, the total number of histograms is 252 for each hemisphere. Statistics of the temperature difference distributions were generated for each reanalysis data set for each year and pressure level.

### 10.7.3 Temperature difference profiles

Intercomparisons of the reanalysis temperature statistics are displayed in Figure 10.14 as vertical profiles over 100-10hPa averaged for the Antarctic winters 2008–2013. For ICE PSCs, median temperature bias values fall in the range −1.0 to +0.1 K with standard deviations of ~0.7 K, both of which are larger than those of their LIQ PSC counterparts. Median values for the ICE reference are more uniform throughout the profile than those for the LIQ reference, which become increasingly negative with decreasing pressure. Median values for the LIQ reference are consistently biased low relative to the corresponding values for ICE by ~0.5 K, although standard deviations for the LIQ reference are smaller than those for ICE. The largest bias is found for MLS. In addition to differences with respect to the LIQ and ICE reference points, we also show comparisons with the COSMIC temperatures (90°-60°S, mean variance <0.57 K, and COSMIC temperatures <200 K). Biases for the COSMIC reference are generally smaller than those for either LIQ or ICE. MERRA does not assimilate COSMIC GNSS-RO data, and it tends to exhibit the largest bias with respect to the COSMIC reference. The comparisons with thermodynamic equilibrium temperatures are completely independent of any data assimilated by the reanalyses. Comparing the standard deviation of the temperature differences (SD), it is apparent that, except at 100hPa, the (PSC temperature – Reanalysis) SDs (Figure 10.14d, e) are smaller than the (COSMIC – Reanalysis) SDs (Figure 10.14f). The comparison with thermodynamic equilibrium temperatures are completely independent of any data assimilated by the reanalyses.

![Figure 10.14](image-url) Vertical profiles of median temperature deviations from T_{eq} for (a) LIQ PSCs and (b) ICE PSCs for the temperature distributions accumulated over Antarctic PSC seasons (20 May to 18 August, d140 – d230) from 2008 to 2013. Lines for the different reanalyses (MERRA, MERRA-2, JRA-55, ERA-Interim, and NCEP (CFSR/CFSv2)), GEOS-5.9.1, and MLS are colour coded (see legend); the numerical values on the right-hand side of the panel indicate the total number of observations in the distribution at the corresponding pressure level. Error bars for the median temperatures are displayed but are generally smaller than the symbol sizes. (c) as for (a,b) except for deviations with respect to COSMIC GNSS-RO. (d,e,f) The standard deviations of the corresponding temperature distributions shown in (a,b,c). Dotted lines indicate a standard deviation of 0.5 K. From Lambert and Santee (2018).
Therefore, in terms of random errors, the PSC-based temperature references perform better than the COSMIC temperature measurements. Figure 10.15 shows the corresponding observations for the Arctic, where limited ice cloud production and hence few data points preclude a robust conclusion for ICE PSCs. Again, MLS shows the largest bias.

Although we have not directly matched A-Train locations with COSMIC occultations, we can estimate the differences between the COSMIC temperatures and the thermodynamic reference temperatures by elimination of the reanalysis temperature biases, $\Delta T_{re}$. The temperature bias difference profiles for all reanalyses are tightly clustered (not shown), especially over the pressure range 68 - 21 hPa, justifying the assumption that $\Delta T_{re}$ can be eliminated. The biases for $(\Delta T_{LIQ} - \Delta T_{COSMIC})$ have similar magnitude and profile shape over the pressure range 68 - 21 hPa in both hemispheres, with $\Delta T_{LIQ}$ being smaller than $\Delta T_{COSMIC}$ by about 0.5 K to 1.0 K. Likewise, the biases for $\Delta T_{ICE}$ are about 0 K to 0.5 K smaller than $\Delta T_{COSMIC}$ in the Antarctic, but there are too few data points to make a meaningful comparison in the Arctic.

10.7.4 Summary of the temperature differences

The accuracy and precision of several contemporary reanalysis data sets were evaluated through comparisons with

![Figure 10.15: As for Figure 10.14, but for Arctic PSC seasons (2 December to 31 March, d336 - d090) from 2008/2009 to 2012/2013. From Lambert and Santee (2018).](image)

10.8 Chemical modeling diagnostics

In this section, we compare simulated fields of nitric acid, water vapour, several chlorine species, nitrous oxide, and...
zonts with those observed by Aura MLS and Envisat MIPAS. As noted in Section 10.1, chemical model simulations provide a means of assessing the net effects of multiple (in some cases competing) spatially and temporally varying differences between reanalyses. Thus results from a chemical model driven by different reanalyses may provide further insights into which reanalyses are well suited for polar process studies beyond those obtained through simpler, more direct diagnostics.

It must be borne in mind that some of the differences seen between observed and simulated fields may arise through inherent shortcomings in the formulation or setup of the chemical model itself and not through the meteorological fields being used to drive it. Ideally the same set of simulations should be performed by a range of chemical models and the full suite of runs examined to elucidate how underlying differences in their chemistry and physics manifest when different models are forced by different reanalyses. It was not practical to carry out such an extensive investigation in the context of this project, however, and only a single model is applied here. Nevertheless, because our purpose is intercomparison of the reanalyses (not model evaluation or scientific study of specific polar processing events), using multiple reanalyses to drive the same (albeit imperfect) chemical model over the same time period can illuminate how various differences between reanalyses combine to affect simulated trace gas fields.

We have chosen to use the chemistry transport model developed for the Belgian Assimilation System for Chemical Observations (BASCOE). The BASCOE CTM has been validated against several satellite data sets and shown to successfully reproduce observed stratospheric composition in the polar regions (Huijnen et al., 2016; Lindenmaier et al., 2011; Daerden et al., 2007); its performance is thus adequate for this reanalysis intercomparison study. Experiments were performed for five reanalyses: MERRA, MERRA-2, JRA-55, ERA-Interim, and CFSR/CFSv2.

10.8.1 Details of the BASCOE system and experimental setup

We use here the BASCOE CTM (version 6.2). The transport module and its setup are described in Chapter 5 for the mean air of age simulations (for full details see Chabrillat et al., 2018). It is based on the Flux-Form Semi-Lagrangian (FFSL) scheme (Lin and Rood, 1996). We use a low-resolution latitude-longitude grid (2° × 2.5°) that is common to all five experiments, but the vertical grids differ between experiments because each of them retains the native sigma-pressure vertical grid of its input reanalysis. All five reanalyses have been expressed as spherical harmonics and identically truncated to wavelength number 47 before derivation of the wind fields on the common horizontal grid. On the basis of mass conservation, vertical velocities (expressed as $\omega = dp/dt$) are derived afterwards within the FFSL module. Hence, in contrast to diabatic transport models that use the isentropic coordinate, such as SLIMCAT (Chipperfield, 2006) or CLaMS (Grooß et al., 2011), this transport scheme does not compute heating rates, nor does it read them from the input reanalysis. Diabatic transport models have distinct advantages in modeling the stratosphere, because the use of isentropic levels reduces spurious vertical mixing by providing a true separation between horizontal and vertical motion (Chipperfield et al., 1997). These issues were especially important with the previous generation of reanalyses because they often suffered from spurious surface pressure increments caused by data assimilation (Pawson et al., 2007; Meijer et al., 2004). In modern kinematic transport models, these issues are mitigated by pre-processing the input wind fields in order to correct for the small inconsistencies in the pressure tendency compared with the divergence fields (Chabrillat et al., 2018; Chipperfield, 2006). While the simpler kinematic approach used by the BASCOE CTM may provide less realistic simulations of transport in and around the polar vortex (Hoppe et al., 2016), it should ease the interpretation of results in the context of S-RIP because the temperature fields impact only the chemical and microphysical processes, while the surface pressure and wind fields determine entirely the transport processes. This approach also allows us to keep the sigma-pressure vertical grid of each input reanalysis, providing an intercomparison that takes their different vertical resolutions into account.
The photochemical scheme and parameterization of PSCs are described by Huijnen et al. (2016). The kinetic rates for heterogeneous chemistry are determined by the parameterization of Fonteyn and Larsen (1996), using classical expressions for the uptake coefficients on sulphate aerosols (Hanson and Ravishankara, 1994) and on PSCs (Sander et al., 2000). The surface area density of stratospheric aerosols uses an aerosol number density climatology based on SAGE II observations (Hitchman et al., 1994). Ice PSCs are presumed to exist at any grid point in the winter/spring polar regions where water vapour partial pressure exceeds the vapour pressure of water ice (Murphy and Koop, 2005). NAT PSCs are assumed when the HNO$_3$ partial pressure exceeds the vapour pressure of condensed HNO$_3$ at the surface of NAT PSC particles (Hanson and Mauersberger, 1988). The surface area density is set to $2 \times 10^{-4}$ cm$^{-2}$ for ice PSCs and $2 \times 10^{-2}$ cm$^{-2}$ for NAT PSCs. The sedimentation of PSC particles causes denitrification and dehydration. This process is approximated by an exponential decay of HNO$_3$ with a characteristic timescale of 20 days for grid points where NAT particles are supposed to exist, and an exponential decay of HNO$_3$ and H$_2$O with a characteristic timescale of 9 days for grid points where ice particles are supposed to exist (Huijnen et al., 2016).

Experiments were performed for five reanalyses: MERRA, MERRA-2, JRA-55, ERA-Interim, and CFSR/CFSv2. The simulations span 13 months, from March 2009 to April 2010, to allow examination of chemical processing during one Antarctic and one Arctic winter. Each experiment starts on 1 March 2009 from the CTM simulation described in Huijnen et al. (2016), i.e., a higher-resolution ($1.125^\circ \times 1.125^\circ$) experiment that started one year earlier from a combined analysis of Envisat MIPAS and Aura MLS chemical observations (Errera et al., 2008, 2016, 2019) and was driven by ECMWF analyses similar to ERA-Interim. We first investigate the period from May 2009 through October 2009 over the Antarctic (Section 10.8.3), followed by the period from November 2009 through April 2010 over the Arctic (Section 10.8.4). Hence, the five experiments were spun up with their respective input reanalyses during the two months of March and April 2009.

### 10.8.2 Analysis approach

The BASCOE model output is interpolated to the geolocations and times of the satellite observations to facilitate comparisons, and both observations and model results are vertically interpolated onto a potential temperature grid with 10 K spacing. Daily averages of observed and modeled quantities are calculated over two equivalent latitude ranges representing the inner vortex core ($75^\circ$ - $90^\circ$) and outer vortex collar region ($60^\circ$ - $75^\circ$) in both hemispheres. Temperature, PV, equivalent latitude, and other parameters at the MLS geolocations are obtained from the MLS DMP files; as described in Section 10.2.1, DMP files containing associated meteorological information at the MLS measurement locations are available for all five reanalyses considered here. Thus results from the model simulations driven by each of the five reanalyses are compared to corresponding MLS data analyzed using the respective set of DMPs. Since no DMP files are available for MIPAS data, they are analyzed in terms of geographic latitude. In the following two subsections, we examine two case studies: the 2009 Antarctic winter (May through October) and the 2009/2010 Arctic winter (November through April).

### 10.8.3 Case study: 2009 Antarctic winter

Model/measurement comparisons of the evolution of various chemical constituents are shown as a function of potential temperature (300 K to 800 K) for the inner and outer vortex in Figures 10.17 and 10.18, respectively. Observations (from MLS and MIPAS) are presented in the left-hand column, with corresponding model results in the middle column. The simulation driven by MERRA-2 is selected as a representative example. The right-hand column shows the reanalysis ranges, that is, the differences between the maximum and the minimum from the full set of five simulations, to illustrate the spread between the runs forced by the different reanalyses.

Overall, the model performs well in reproducing the observed stratospheric conditions inside the vortex during Antarctic winter, as has been demonstrated previously (Huijnen et al., 2016). There are, however, areas where agreement is less satisfactory (Figure 10.17). Again, it should be emphasized that some of the model/measurement discrepancies may be attributable to fundamental deficiencies in the formulation of the model itself, independent of the reanalysis being used to drive it. The observations indicate higher peak HNO$_3$ abundances than in the model (forced by MERRA-2), so although sequestration of HNO$_3$ in PSCs is fairly well modeled, the simulated values start off from a lower maximum. Renitrification, or the redistribution of HNO$_3$ to lower altitudes via evaporation of sedimenting PSC particles, is visible in the observations but not represented in the model, likely because the simulated HNO$_3$ is permanently removed rather than being transported downward by sedimentation. The decline in HCl, indicative of chlorine activation, begins about two weeks earlier, progresses more rapidly, and is more complete in the model, such that nearly all of the available HCl in the Antarctic inner vortex is consumed by late May. This overestimation of HCl depletion at the beginning of Antarctic winter is in contrast to results from other chemical models, which typically see a delay in chlorine activation relative to observations (e.g., Wohltmann et al., 2017; Grobß et al., 2018, and references therein). Because the deep vortex core is essentially in darkness until mid-winter, active chlorine remains tied up in forms other than ClO (primarily the ClO dimer, ClOOCl, as well as Cl$_2$ and Cl$_2$O$_2$).
Figure 10.17: Time/height cross sections of daily averages calculated over the region of the inner vortex (75° - 90° S) for the 2009 Antarctic winter (May through October). The first column shows measurements of HNO$_3$, HCl, ClO, ClONO$_2$, H$_2$O, O$_3$, and N$_2$O. The ClONO$_2$ data are from MIPAS, averaged over geographic latitude; all other species were measured by Aura MLS and averaged over equivalent latitude. The middle column shows corresponding results from the BASCOE simulation driven by MERRA-2. The third column shows the range (maximum − minimum) of model simulations driven by all five reanalyses. The bottom row of the middle column shows the time/height cross section of the MERRA-2 temperature deviation from the ice frost point calculated using MLS H$_2$O (DTICE), and the bottom row of the third column shows the range in reanalysis temperatures. Blank spaces arise for several reasons: (1) MIPAS is observing in another mode or data are otherwise missing, e.g., MIPAS measurements are affected by the presence of PSCs, (2) the potential temperature surface falls below the lowest recommended MLS retrieval pressure level, or (3) no measurements in sunlight are available in polar night. The latter situation pertains to the ClO panels; because active chlorine is converted to ClO in daylight, only data from the ascending portions of the orbit are used for ClO (see Section 10.2.1). Horizontal white lines mark the 420 K and 520 K potential temperature surfaces, which are examined in detail in subsequent figures.
and HOCI); the resulting patchiness complicates interpretation of the ClO panel. Nevertheless, Figure 10.17 shows that the modeled and measured morphology and magnitude match fairly closely. As was the case for HCl, modeled ClONO$_2$ depletion is spatially and temporally more extensive than observed. The model/measurement discrepancies in PSC processes and chlorine activation may be attributable to the relatively simple PSC parameterizations implemented in the BASCOE model (e.g., Errera et al., 2019).

Examination of N$_2$O as a tracer of stratospheric air motions, along with H$_2$O and O$_3$ in the non-dehydrated, non-ozone-depleted regions where those species act as conserved tracers (e.g., above 600K), suggests that either confined diabatic descent inside the winter polar vortex is weaker in the simulations than indicated by the observations, or mixing across the vortex edge is greater. The latter possibility would be consistent with the findings of Hoppe et al. (2014), who reported that model simulations based on the FFSL transport scheme (see Section 10.8.1) tend to underestimate the strength of the transport barrier at the edge of the polar vortex compared to observations. On the other hand, some models nudged to reanalyses have been shown to have difficulty in accurately reproducing the strength of the diabatic descent inside the winter polar vortices (e.g., Froidevaux et al., 2019; Khosrawi et al., 2018). Disentangling the contributions of advection and mixing in the model representation of

Figure 10.18: As in Figure 10.17 but for the region of the outer vortex (60° - 75° S).
transport is challenging, because both processes suffer from large and competing uncertainties that depend not only on the input reanalysis but also on the offline (or nudged) transport model (Minganti et al., 2020, and references therein).

Differences between the individual realizations of the model are captured in the right-hand column of Figure 10.17. For the most part, the model runs forced by the different reanalyses produce very similar results. However, substantial disparities are evident in a few places, in particular in those regions where the gradients are largest.

Figure 10.19: Time series of daily averages calculated over the region of the inner vortex (75° - 90°S, left) and outer vortex (60° - 75°S, right) at 520K. MIPAS ClONO$_2$ data (black lines) are averaged in geographic latitude bands. For all other species, averages of MLS data are calculated over equivalent latitude based on all five reanalyses (grey lines, largely indistinguishable). Corresponding BASCOE results for each of the simulations driven by the reanalyses (MERRA, MERRA-2, JRA-55, ERA-Interim, and NCEP (CFSR/CFSv2)) are colour-coded as indicated in the legend.

Figure 10.18 paints a generally similar picture for the outer vortex. One notable difference is that the collar region is more consistently in sunlight, affording greater coverage of daytime ClO abundances. Here it is again clear in the HCl and ClONO$_2$ that the modeled chlorine activation is stronger and more extensive than that observed; the ClO also indicates slightly earlier activation in the model, although the peak ClO abundances reached in midwinter are slightly smaller than those recorded by MLS. In terms of the reanalysis ranges, again the largest spread between simulations driven by different reanalyses is found where
the gradients are largest, but in general the discrepancies are smaller than those in the vortex core.

Figures 10.19 and 10.20 show slices through the data at the 520 K and 420 K potential temperature levels, respectively, marked by the horizontal white lines in the cross section plots (Figures 10.17 and 10.18). Averages for the inner vortex core are shown on the left and for the outer vortex collar region on the right. Conclusions similar to those discussed above can be drawn from Figure 10.19. Initially HNO$_3$ is ~20% lower in the model than observed, but thereafter its sequestration in PSCs is reasonably well reproduced in all runs. As before, the most dramatic differences between the observed and simulated behavior are seen in HCl in early and mid-winter. However, the simulation lines are fairly tightly clustered, with the exception of JRA-55 at the end of the season, implying that the discrepancies arise from issues in the underlying model and not the reanalyses being used to force it. Although dehydration is simulated well by the model, at the end of winter H$_2$O recovers to larger values in the observations than in the model runs, again except for JRA-55, which agrees well with MLS. These results for water vapour suggest that the model does not overestimate the mixing across the polar vortex edge, because such erroneous mixing would lead to overestimations of H$_2$O inside the vortex (unless ongoing dehydration processes promptly removed the excess water vapor being mixed in throughout mid-winter), whereas the model delivers in all cases an underestimation.

After the month of July, no simulation reproduces the observed low values in N$_2$O in either the core or the
collar of the vortex, although in the vortex core ERA-Interim and JRA-55 N₂O abundances are closer to those measured by MLS than the other reanalyses. Erroneous mixing across the vortex edge is probably not responsible for the overestimation in the simulations using MERRA, MERRA-2 and CFSR/CFSv2 because this issue is expected to have a similar impact in all simulations. Rather, the N₂O results at 520 K suggest that the model underestimates the strength of confined diabatic descent in the vortex interior, except for JRA-55 and ERA-Interim during the first half of the season. After the month of August, the rate of N₂O decrease is underestimated in all five simulations. As noted above, inaccurate depiction of downward transport is a known model problem. The underestimation of N₂O decrease may be interpreted as an underestimation of the diabatic descent in the vortex, but recent calculations of the Transformed Eulerian Mean budget of N₂O, using the same reanalyses and CTM, suggest that it may instead be due to underestimation of the impact of horizontal mixing with the BASCOE CTM (Minganti et al., 2020). The representation of descent is also a serious issue at 420 K (Figure 10.20), where the contrast between JRA-55 and the other reanalyses
is even greater. At this level, however, JRA-55 seems to suggest slightly stronger descent than the MLS observations throughout the vortex, whereas the other reanalyses indicate weaker descent, as at 520 K. Other noteworthy results at 420 K include the stronger renitrification seen by MLS than any of the simulations. Faithful reproduction of observed denitrification and renitrification features has often been a challenge for models (e.g., Braun et al., 2019; Khosrawi et al., 2018); as suggested earlier, the lack of renitrification in these BASCOE runs is likely attributable to the HNO₃ being permanently removed rather than transported downward by sedimentation. In addition, the HCl increase in October is much larger (and closer to that observed) with JRA-55 than with any other reanalysis.

The areas of largest disagreement between measured and modeled behavior are generally consistent across all five simulations, suggesting the presence of underlying problems with BASCOE not associated with the particular reanalysis being used to force the model. However, considerable spread between the simulations becomes evident in middle and late winter, particularly in the H₂O and N₂O fields. Apparently deficiencies in modeled diabatic descent within the vortex, together with other shortcomings in model physics...
or chemistry schemes, manifest to varying degrees depending on the driving reanalysis, and these issues give rise to the divergence in simulated behavior seen in Figures 10.19 and 10.20.

10.8.4 Case study: 2009/2010 Arctic winter

Similar to the analysis for the Antarctic, cross section comparisons of the evolution over the 2009/2010 Arctic winter (November through April) are shown in Figures 10.21 and 10.22 for the inner and outer vortex, respectively, and slices through the data at 520 K and 420 K are shown in Figures 10.23 and 10.24, respectively.

Again, the model performs well overall, although many of the same issues arise as for the Southern Hemisphere. At the beginning of the season, observed HNO$_3$ values are slightly larger than those modeled, although the agreement with MERRA-2 in particular is fairly good at 520 K. Here too MLS measurements indicate a clear signature of renitrification at 420 K that is lacking in any of the simulations (Figure 10.24). As before, HCl depletion at 520 K is substantially overestimated in all model realizations (Figure 10.23). In contrast to the situation in the Antarctic, however, peak ClO enhancement in the Arctic vortex core is considerably smaller and less persistent in the simulations than observed. Similar indications of weaker modeled diabatic descent inside the vortex as those discussed...
above are also seen at both levels in the Arctic. However, unlike in the Antarctic, where the simulations driven by JRA-55 and ERA-Interim more closely match observed behavior, in the Arctic they track the MLS measurements even less well than the other reanalyses. Overall, the maximum − minimum range of the various reanalyses is smaller for most species than that seen in the Antarctic.

10.8.5 Comparisons of chemical ozone loss

The ultimate goal of many stratospheric polar processing studies over the last several decades has been to quantify the degree of chemical ozone loss, which requires accounting for the effects of dynamics on the distribution of stratospheric ozone. Several different techniques have been developed to remove transport-induced changes in ozone and thus isolate the signature of chemical destruction (e.g., WMO, 2007). Here we adopt the approach recently employed by Strahan and Douglass (2018). Ozone partial columns are calculated over the range of MLS retrieval pressure levels encompassing the majority of depletion, 261 - 12 hPa. Averages over 10-day periods in early winter (1 - 10 July) and late winter (11 - 20 September) are calculated in an attempt to reduce the effects of short-term dynamical fluctuations on ozone. The early-winter averaged partial column is then subtracted from the late-winter value to permit an estimate of chemical loss.

Figure 10.24: As for Figure 10.20 but for the Arctic.
while mitigating dynamical variability to some extent. Although it is arguable whether transport variations are fully accounted for by this method, our purpose here is not to provide the most accurate quantification of chemical ozone loss, but rather to apply a convenient methodology for doing so consistently to modeled and measured fields to facilitate intercomparison of the reanalyses.

Results are shown in Figure 10.25 for all five BASCOE simulations as well as MLS data (analyzed separately using meteorological information from the respective reanalyses), for averages over both the inner (dark shading) and outer (light shading) vortex regions. Estimates of ozone loss based on MLS are relatively insensitive to the choice of reanalysis used for interpolation of the measurements to isentropic surfaces and identification of vortex data points, although slightly larger differences between the MLS estimates for the inner and outer vortex are seen using JRA-55 and CFSR/CFSv2. In contrast, loss estimates based on the modeled O\textsubscript{3} fields do differ substantially, with MERRA indicating much smaller loss, closest to that calculated from MLS data. Estimates derived from the MERRA and MERRA-2 runs disagree by ~10 DU. ERA-Interim also provides relatively weak depletion, while JRA-55 indicates much stronger depletion than the other reanalyses. Thus, from a purely BASCOE-based perspective, using JRA-55 to drive the model instead of MERRA could yield ~25 DU (30\%) more chemical ozone loss in the Antarctic vortex core.

10.8.6 Discussion and implications

In summary, five recent full-input reanalyses were used to drive the BASCOE CTM, and the results were compared to satellite observations from MLS and MIPAS. The simulations spanned a full year, from May 2009 to May 2010, allowing chemical processing during winter to be examined in both hemispheres. Overall, the model reproduced the observed seasonal evolution of stratospheric constituents well, although some discrepancies between measured and modeled behavior were noted. In terms of reanalysis intercomparison, agreement between the individual model realizations was generally very good, and in most cases only small deviations between results from the different simulations were discernible. Thus the inter-simulation spread was generally smaller than the disparities between the model (regardless of how it was forced) and the observations.

Since the main areas of disagreement between measured and modeled behavior were typically replicated across all five simulations, as discussed above in connection with the case studies, they likely arise from underlying deficiencies in model physics or chemistry not associated with the particular reanalysis being used to drive the model. One notable exception was found in long-lived tracer abundances (N\textsubscript{2}O in particular; also H\textsubscript{2}O and O\textsubscript{3} to a lesser extent) in middle and late winter in both hemispheres. Although none of the model runs faithfully reproduced the observed tracer evolution in either the core or edge regions of the vortex, considerable spread between simulations developed at this time, especially in the core of the Antarctic vortex. Results from most simulations indicated weaker confined diabatic descent inside the vortex compared to observations, with the exception of the JRA-55 run in the Arctic at 420 K, which pointed to stronger descent throughout the vortex than implied by the MLS N\textsubscript{2}O measurements. The divergence in simulated behavior suggests that issues with the modeled depiction of transport are worse for some reanalyses than others. It must be noted that these results were obtained with a kinematic transport model wherein diabatic descent is derived from the wind fields contained in the reanalyses. As noted in Chapter 5 for age of air calculations, a different outcome may be expected with diabatic transport models that read the heating/cooling rates computed by the radiative transfer models of the reanalysis systems (see also Martineau et al., 2018, and Section 10.5).

\begin{figure}[h]
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\includegraphics[width=\textwidth]{figure10.25.png}
\caption{Estimates of ozone loss for the 2009 Antarctic season (see text for details about the approach) for equivalent latitude ranges representing the outer vortex collar region (light shading: 60° - 75° S) and the inner vortex core (dark shading: 75° - 90° S), calculated from the BASCOE model output driven by each reanalysis (ERA-Interim, MERRA, MERRA-2, JRA-55, and NCEP (CFSR/CFSv2); coloured shading) and from MLS observations (grey shading). MLS data are analyzed separately for comparison to each simulation using meteorological information from the respective reanalysis; thus the five grey bars differ slightly. Note that in almost all cases, modeled ozone loss estimates exceed those derived from MLS measurements and are thus plotted as increments above the MLS values. Error bars represent the standard errors of the mean ozone losses calculated from the model data (coloured) and from the MLS observations (grey).}
\end{figure}
10.9 Summary, key findings, and recommendations

This chapter employs an extensive set of diagnostics of relevance to polar chemical processing and dynamics to evaluate and intercompare recent full-input reanalyses, including MERRA, MERRA-2, ERA-Interim, JRA-55, and CFSR/CFSv2. The GMAO GEOS-591 operational analysis, a stable system providing consistent meteorological fields used by NASA satellite instrument teams, is also examined for PSC thermodynamic-consistency diagnostics.

To provide an overview and set the stage for more detailed intercomparisons, time series (2008 - 2013) of daily mean polar cap temperature differences at 46 hPa relative to ERA-Interim are presented first to examine seasonal (and interannual) variations. The rest of the chapter focuses on winter conditions. The comprehensive suite of polar temperature and vortex diagnostics considered in both hemispheres includes daily minimum lower stratospheric temperature poleward of 40°, area and volume of stratospheric air with temperatures below PSC existence thresholds, maximum latitudinal gradients in PV (a measure of vortex strength), area of the vortex exposed to sunlight each day, vortex breakup dates, and polar cap average diabatic heating rates.

Comparisons with superpressure balloon measurements made during the Antarctic Concordiasi campaign in September 2010 to January 2011 are used to quantify biases in reanalysis temperatures and horizontal winds and the growth of errors along 15-day trajectories calculated using them, as well as to assess the capacity of the reanalyses to represent small-scale atmospheric fluctuations. The accuracy and precision of the reanalysis temperatures are evaluated through comparisons with both COSMIC GNSS-RO temperatures and independent absolute temperature references derived from theoretical considerations of PSC formation defined by the equilibrium thermodynamics of STS and water ice clouds. The thermodynamic-consistency diagnostics rely on near-simultaneous and colocated measurements of PSC classifications and gas-phase nitric acid and water vapour from CALIPSO CALIOP and Aura MLS satellite measurements, respectively.

Finally, because chemical model simulations synthesize the interplay among the spatially and temporally varying differences between reanalyses and exemplify how their net effects impact the bottom-line conclusions of typical real-life studies, simulated fields of nitric acid, water vapour, several chlorine species, nitrous oxide, and ozone are compared with those observed by Aura MLS and Envisat MIPAS. The key findings of this work, along with recommendations that follow from them, are summarized below.

Key findings

- In both hemispheres, differences in lower stratospheric daily polar cap averaged temperatures between ERA-Interim and other recent full-input reanalyses display annual cycles, with mainly positive deviations from ERA-Interim in summer and mainly negative deviations in winter. Thus intercomparisons of the same reanalyses undertaken for different time periods could indicate temperature deviations of roughly the same magnitude but opposite sign. Largest differences reach ~ 1 K in the Antarctic and ~ 0.5 K in the Arctic.

- Polar winter temperatures from recent full-input reanalyses are in much better agreement in the lower and middle stratosphere than were those from older reanalysis systems in common use in prior decades.

- In the Southern Hemisphere especially, a dramatic convergence toward better agreement between the reanalyses is seen after 1999 (when a major change in the input data occurred; see Section 10.4 for more details). Average absolute differences in wintertime daily minimum temperatures poleward of 40°S from the reanalysis ensemble mean (REM) have been reduced from over 3 K prior to 1999 to generally less than 0.5 K in the most recent decade, and average differences from the REM in the area with temperatures below PSC thresholds have been reduced from over 1.5 % of a hemisphere to less than about 0.5 %. Other polar temperature and vortex diagnostics suggest a more complex picture, showing similar improvements for some reanalyses but persistent differences for others. Although convergence toward better agreement is also apparent in the Northern Hemisphere, the changes are less dramatic there because reanalysis temperatures are more consistent throughout the whole comparison period (1979 - 2015) than they are in the Southern Hemisphere.
For many polar temperature and vortex diagnostics, the reanalyses generally agree better in the Antarctic than in the Arctic. The extremely cold conditions and relatively small interannual variability in the Antarctic mean that winter seasons tend to have similar polar processing potential and duration every year, and thus the sensitivity to differences in meteorological conditions among the reanalyses is low. In contrast, the generally warmer and more disturbed vortex and large interannual variability of Arctic winters lead to conditions that are frequently marginal, with temperatures hovering around PSC existence thresholds, and thus the sensitivity to reanalysis differences is high.

Comparisons of polar-cap averaged diabatic heating rates in the lower stratosphere of both hemispheres show that MERRA-2, ERA-Interim, JRA-55, and CFSR give consistent results for the climatology and day-to-day evolution at pressures greater than about 20 hPa and should generally be suitable for polar processing studies. In most cases, the range of differences among the reanalyses is less than 0.5 K/day in the cold season, representing no more than about 10 - 15 % differences. These differences appear primarily as biases between the time series rather than as a failure of any reanalysis to capture day-to-day variations.

Reanalyses differ in spatial and temporal resolution, and truncation of the models is an important factor in how well they represent small-scale fluctuations such as gravity waves. Comparisons of a subset of full-input reanalyses (ERA-Interim, MERRA, MERRA-2) with long-duration balloon observations in the Antarctic show that they reproduce the temperature and horizontal wind fluctuations of the balloons at about the 30 % level; thus a significant portion of the atmospheric gravity wave spectrum is not captured by the reanalyses. A case study of a mountain wave event shows that the temperature amplitudes resolved by the reanalyses can vary by up to a factor of two in extreme circumstances, with the differences being well correlated with the spatial resolutions of the reanalyses.

Trajectory calculations from a Lagrangian transport model based on a subset of full-input reanalyses were evaluated using long-duration balloon observations in the Antarctic over the September 2010 to January 2011 period; relative horizontal transport deviations of 4 - 12 % and error growth rates of 60 - 170 km day\(^{-1}\) over 15-day trajectories were found for the different reanalyses.

GNSS-RO data are not assimilated in MERRA, which consequently shows larger biases (of as much as ~ 0.5 K at 68 hPa) with respect to COSMIC temperatures compared to the other reanalyses, which do assimilate the GNSS-RO data. Differences between MERRA and COSMIC temperatures are particularly large in the Antarctic, where there is a relative paucity of conventional measurements.

Absolute temperature references are derived from the thermodynamic equilibrium properties of certain types of PSCs and are completely independent of any data that is assimilated by the reanalyses. The reanalysis temperatures are found to be lower than these absolute reference points by up to 1 K.

In both polar regions, winter-long simulations from a chemistry transport model driven by different full-input reanalyses generally produce very similar results through most of the season for most species. However, substantial disparities between model runs are seen where composition gradients are largest. In particular, comparisons with satellite long-lived tracer measurements indicate that for most of the reanalyses the chemistry transport model underestimates the strength of confined diabatic descent inside the winter polar vortex. This underestimation of descent, together with other shortcomings in the model chemistry and physics schemes, manifests to varying degrees depending on the particular reanalysis used to force the model; as a consequence, considerable spread between the different simulations becomes evident by late winter.

Results from a case study of a representative Antarctic winter (2009) show that estimates of chemical ozone loss based on satellite observations are relatively insensitive to the choice of reanalysis used for interpolation of the measurements to isentropic surfaces and identification of the vortex boundary. In contrast, chemical loss estimates based on simulated ozone fields from a chemistry transport model can differ substantially; in the case study, forcing the same model with different reanalyses yielded differences in the estimates of chemical ozone loss in the Antarctic vortex core as large as ~ 25 DU (20% - 30 %).
Recommendations

- Any of the recent full-input reanalyses (MERRA, MERRA-2, ERA-Interim, JRA-55, and CFSR/CFSv2) can be suitable for studies of lower stratospheric polar processing. However, substantial differences between the various reanalyses are found in some instances; therefore, the choice of which reanalysis to use in a given study may depend on the specific science questions being addressed.

- Temperature biases and other artifacts in older meteorological reanalyses often rendered them unsuitable for accurate modeling of the interannual variability in PSC formation and consequent denitrification, chlorine activation, and chemical ozone loss; in particular, ERA-40, NCEP-NCAR R1, and NCEP-DOE R2 are obsolete and should no longer be used for stratospheric studies of any kind.

- Because of the limitations of earlier reanalyses, it was not uncommon for modeling studies to try to match simulated chlorine activation and/or ozone loss by imposing arbitrary systematic adjustments of 1 - 2 K or more on the reanalysis temperatures. Increased confidence in the accuracy of current polar reanalysis temperatures provides tighter constraints on model parameterizations of microphysics/chemistry used to represent polar chemical processing. As a consequence, strong justification is warranted in modeling studies that seek to ascribe deficiencies in modeled chlorine activation and/or ozone losses to reanalysis temperature biases.

- Despite the overall good agreement between the polar temperatures from current full-input reanalyses, whenever feasible it is best to employ multiple reanalyses, even for studies involving recent winters for which it can reasonably be expected that differences between the reanalyses are small; using more than one reanalysis allows estimation of uncertainties and the potential impact of those uncertainties on the results, especially for quantities that cannot be directly compared with observations.

- If multiple reanalyses are used, they should be treated in the same manner to the extent possible to reduce the uncertainty in sources of differences; e.g., data from one reanalysis on native model levels (i.e., sigma coordinates) should not be used in conjunction with data from another reanalysis on pressure levels because of errors when interpolating from model levels to a coarser standard pressure grid.

- It would be helpful for the reanalysis centers to provide standard sets of products on standardized isobaric and isentropic levels. In particular, having PV available on model levels in future reanalyses would be extremely valuable. Vertical sampling of pressure and potential temperature levels comparable to that of model levels is also desirable.

- Reanalysis temperatures are generally unsuitable for assessment of trends in temperature-based diagnostics. One issue is that major changes in the input observational data in the assimilation systems are often made at approximately the same time in all of the reanalyses, hindering determination of the impact of such changes through reanalysis intercomparisons. Caution is especially advised for the estimation of trends in diagnostics that aggregate low temperatures over months and/or vertical levels in the Northern Hemisphere, such as the winter-mean fraction of the vortex volume with air cold enough for PSC existence; these types of diagnostics are particularly sensitive to the specific PSC threshold chosen, which is subject to non-negligible interannual variability.

Evaluation table

Figure 10.26 provides a summary evaluation of selected diagnostics examined in Chapter 10, as a quick reference to help users identify which reanalyses may be most suitable for a given issue related to stratospheric polar chemical processing. Only those diagnostics specifically examined either in this Chapter or in previously published papers are assigned a “score” in the table; otherwise they are marked “unevaluated” (tan shading). In particular, many of the polar processing diagnostics have not been formally assessed for the earlier ERA-40, NCEP-NCAR R1, and NCEP-DOE R2 reanalyses. However, given the considerable shortcomings in their representation of stratospheric temperatures and/or winds identified in prior studies, it is extremely unlikely that those reanalyses would perform well for the remaining diagnostics, and further evaluation of them was not undertaken here. Note that the results for some diagnostics used in this chapter are too complex to be amenable to such a rating system and have therefore been omitted. Most notably, the assessment of transport processes in the chemistry transport model yielded results that vary substantially by hemisphere, time of year, altitude, location in the polar vortex (core vs. edge region), and species, precluding simple categorization. Similarly, the PSC thermodynamic-consistency diagnostics have also been omitted from Figure 10.26.
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### Major abbreviations and terms

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>4D-Var</td>
<td>Four-Dimensional Variational data assimilation scheme</td>
</tr>
<tr>
<td>AHTD</td>
<td>Absolute Horizontal Transport Deviation</td>
</tr>
<tr>
<td>ATOVS</td>
<td>Advanced TIROS Operational Vertical Sounder</td>
</tr>
<tr>
<td>BASCOE</td>
<td>Belgian Assimilation System for Chemical Observations</td>
</tr>
<tr>
<td>CALIOP</td>
<td>Cloud-Aerosol Lidar with Orthogonal Polarization</td>
</tr>
<tr>
<td>CALIPSO</td>
<td>Cloud-Aerosol Lidar and Infrared Pathfinder Satellite Observations</td>
</tr>
<tr>
<td>CDAAC</td>
<td>COSMIC Data Analysis and Archive Center</td>
</tr>
<tr>
<td>CSFR/CFSv2</td>
<td>NCEP Climate Forecast System Reanalysis/Climate Forecast System, version 2</td>
</tr>
<tr>
<td>CLAES</td>
<td>Cryogenic Limb Array Etalon Spectrometer</td>
</tr>
<tr>
<td>CNES</td>
<td>Centre National d’Etudes Spatiales</td>
</tr>
<tr>
<td>COSMIC</td>
<td>Constellation Observing System for Meteorology, Ionosphere and Climate</td>
</tr>
<tr>
<td>CPC</td>
<td>Climate Prediction Center</td>
</tr>
<tr>
<td>CTM</td>
<td>Chemical Transport Model</td>
</tr>
<tr>
<td>DAO</td>
<td>Goddard Space Flight Center Data Assimilation Office</td>
</tr>
<tr>
<td>DOE</td>
<td>Department of Energy</td>
</tr>
<tr>
<td>ECMWF</td>
<td>European Centre for Medium-range Weather Forecasts</td>
</tr>
<tr>
<td>ECMWF OA</td>
<td>ECMWF Operational Analysis</td>
</tr>
<tr>
<td>ERA-40</td>
<td>ECMWF 40-year reanalysis</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Definition</td>
</tr>
<tr>
<td>--------------</td>
<td>------------</td>
</tr>
<tr>
<td>ERA-Interim</td>
<td>ECMWF interim reanalysis</td>
</tr>
<tr>
<td>ERAS</td>
<td>the fifth major global reanalysis produced by ECMWF</td>
</tr>
<tr>
<td>ESA</td>
<td>European Space Agency</td>
</tr>
<tr>
<td>FLEXPART</td>
<td>Flexible Particle model</td>
</tr>
<tr>
<td>FOV</td>
<td>Field Of View</td>
</tr>
<tr>
<td>GEOS</td>
<td>Goddard Earth Observing System</td>
</tr>
<tr>
<td>GMAO</td>
<td>NASA Global Modeling and Assimilation Office</td>
</tr>
<tr>
<td>GNSs</td>
<td>global navigation satellite system</td>
</tr>
<tr>
<td>GNSs-RO</td>
<td>global navigation satellite system - radio occultation</td>
</tr>
<tr>
<td>GPS</td>
<td>Global Positioning System</td>
</tr>
<tr>
<td>ICE</td>
<td>used to indicate water-ice particle type in PSC classification schemes</td>
</tr>
<tr>
<td>IFS</td>
<td>Integrated Forecast System</td>
</tr>
<tr>
<td>JRA-55</td>
<td>Japanese 55-year Reanalysis</td>
</tr>
<tr>
<td>MERRA</td>
<td>Modern Era Retrospective-Analysis for Research and Applications</td>
</tr>
<tr>
<td>MERRA-2</td>
<td>Modern Era Retrospective-Analysis for Research and Applications, Version 2</td>
</tr>
<tr>
<td>MIPAS</td>
<td>Michelson Interferometer for Passive Atmospheric Sounding</td>
</tr>
<tr>
<td>MJJASO</td>
<td>May-June-July-August-September-October</td>
</tr>
<tr>
<td>MLS</td>
<td>Microwave Limb Sounder</td>
</tr>
<tr>
<td>MPTRAC</td>
<td>Massive-Parallel Trajectory Calculations</td>
</tr>
<tr>
<td>NAT</td>
<td>Nitric Acid Trihydrate</td>
</tr>
<tr>
<td>NCAR</td>
<td>National Center for Atmospheric Research</td>
</tr>
<tr>
<td>NCEP</td>
<td>National Centers for Environmental Prediction of the NOAA</td>
</tr>
<tr>
<td>NCEP-DOE R2</td>
<td>Reanalysis 2 of the NCEP and DOE</td>
</tr>
<tr>
<td>NCEP-NCAR R1</td>
<td>Reanalysis 1 of the NCEP and NCAR</td>
</tr>
<tr>
<td>NH</td>
<td>Northern Hemisphere</td>
</tr>
<tr>
<td>NMC</td>
<td>US National Meteorological Center (now NCEP)</td>
</tr>
<tr>
<td>NOAA</td>
<td>National Oceanic and Atmospheric Administration</td>
</tr>
<tr>
<td>NWP</td>
<td>Numerical Weather Prediction</td>
</tr>
<tr>
<td>ppmv / ppbv</td>
<td>parts per million by volume / parts per billion by volume</td>
</tr>
<tr>
<td>PSC</td>
<td>Polar Stratospheric Cloud</td>
</tr>
<tr>
<td>PV</td>
<td>Potential Vorticity</td>
</tr>
<tr>
<td>REM</td>
<td>Reanalysis Ensemble Mean</td>
</tr>
<tr>
<td>RHTD</td>
<td>relative horizontal transport deviation</td>
</tr>
<tr>
<td>RMS</td>
<td>Root Mean Square</td>
</tr>
<tr>
<td>SD</td>
<td>Standard Deviation (used here for standard deviation of temperature differences)</td>
</tr>
<tr>
<td>SH</td>
<td>Southern Hemisphere</td>
</tr>
<tr>
<td>S-RIP</td>
<td>SPARC Reanalysis Intercomparison Project</td>
</tr>
<tr>
<td>SSW</td>
<td>Sudden Stratospheric Warming</td>
</tr>
<tr>
<td>STS</td>
<td>Supercooled Ternary Solutions</td>
</tr>
<tr>
<td>TOVS</td>
<td>TIROS Operational Vertical Sounder</td>
</tr>
<tr>
<td>TSEN</td>
<td>Thermodynamical SENsor</td>
</tr>
<tr>
<td>UCAR</td>
<td>Universities for Cooperative Atmospheric Research</td>
</tr>
<tr>
<td>UKMO</td>
<td>UK Meteorological Office</td>
</tr>
<tr>
<td>( V_{PSC} )</td>
<td>Volume of air with temperatures below the PSC threshold</td>
</tr>
<tr>
<td>WMO</td>
<td>World Meteorological Organization</td>
</tr>
</tbody>
</table>