Chapter 8: Tropical Tropopause Layer

Abstract. This chapter evaluates the tropical transition region between the well-mixed, convective troposphere and the highly stratified stratosphere in the reanalyses. The general tropical tropopause layer structure, as given by the vertical temperature profile, tropopause levels, and the level of zero radiative heating, is analysed. Diagnostics related to clouds and convection in the tropical tropopause layer include cloud fraction, cloud water content, and outgoing longwave radiation. The chapter takes into account the diabatic heat budget as well as dynamical characteristics of the tropical tropopause layer such as Lagrangian cold points, residence times, and wave activity. Finally, the width of the tropical belt based on tropical and extra-tropical diagnostics and the representation of the South Asian Summer Monsoon in the reanalyses are evaluated.
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8.1 Introduction

The tropical tropopause layer (TTL) is the transition region between the well mixed, convective troposphere and the radiatively controlled stratosphere. The vertical range of the TTL extends from the region of strong convective outflow near 12-14 km to highest altitudes influenced by convective overshooting and tropical tropospheric processes up to 18.5 km (Fig. 8.1; Folkins et al., 1999; Highwood and Hoskins, 1998). Air masses in the TTL show dynamical and chemical properties of both the troposphere and the stratosphere and are controlled by numerous processes on a wide range of length- and time scales (e.g., Fueglistaler et al., 2009). The complex interactions of circulation, convection, trace gases, clouds and radiation make the TTL a key player in radiative forcing and chemistry-climate coupling (e.g., Randel and Jensen, 2013). Most important, the TTL is the main gateway for air entering the stratosphere. Therefore, stratospheric composition and chemistry, in particular of ozone, water vapour and aerosols, is strongly impacted by the composition of air near the tropical tropopause (e.g., Fueglistaler et al., 2011; Holton and Gettelman, 2001). The cold point in the inner tropics is of special importance for air masses on their way from the troposphere into the stratosphere, since it sets their stratospheric water vapor content (e.g., Randel et al., 2004; Mote et al., 1996). Together with clouds, such as thin cirrus and convective anvils, water vapor in the TTL has a significant impact on the radiation and tropospheric climate. In general, the chemical and thermal boundary conditions of the TTL are determined by the interplay of rapid tropospheric convection, the stratospheric wave-driven circulation and exchange with mid-latitude air.

Reanalyses provide vertical and horizontal structures for temperature, geopotential height, wind, radiation budgets and cloud properties that are important for studies of atmospheric transport, dynamics and composition in the TTL. Many off-line chemistry-transport models and Lagrangian particle dispersion models are driven by reanalysis data (e.g., Schoeberl et al., 2012; Krüger et al., 2009; Chipperfield, 1999). Their representation of the cold point determines how realistically such models simulate dehydration and the entrainment of trace gases or aerosols into the stratosphere. Process studies of TTL dynamics such as equatorial wave variability are also often based on the TTL temperature structure in reanalyses (e.g., Fujiwara et al., 2012). Finally, reanalysis cold point temperature and height have been used in the past for comparison to model results and for investigations of long-term changes (e.g., Gettelman et al., 2010). While many studies have highlighted the characteristics of individual reanalysis products, a comprehensive intercomparison of the TTL among all major atmospheric reanalyses is currently missing.

Given the steep vertical gradient of atmospheric properties in the TTL, the vertical resolution of the reanalysis data is important. Reanalysis models resolve the TTL with different vertical resolutions, as illustrated in Figure 8.2. The number of model levels between 200 hPa and 70 hPa varies among the reanalyses from a low of 4 (NCEP-NCAR R1) to a high of 21 (ERA5), corresponding to vertical resolutions between ~1.5 km and ~0.2 km. In addition to the native model levels, all reanalyses provide post-processed data on fixed standard pressure levels with four levels situated between 200 and 70 hPa (Fig. 8.2). Detailed descriptions of the reanalysis data and their assimilated observations can be found in Chapter 2 and Fujiwara et al. (2017). If not mentioned otherwise, the MERRA and MERRA-2 ASM products are used.

This chapter investigates whether reanalysis data reproduce the key characteristics of the TTL, including basic processes, such as circulation patterns, radiation and large-scale wave forcing, and their variability in space and time. The general TTL structure as given by the cold point and lapse rate tropopause and the vertical temperature profile is evaluated in Section 8.2. Diagnostics on clouds and convection in the TTL include cloud fraction profiles, outgoing longwave radiation, and cloud water content (Section 8.3).
This chapter also takes into account the diabatic heating rates (Section 8.4) as well as dynamical characteristics of the TTL such as transport processes (Section 8.3), wave activity (Section 8.6), and long-term changes of the width of the TTL (Section 8.7). Analysis of the South Asian Summer Monsoon highlights spatial and temporal variations within the TTL (Section 8.8). Finally, Chapter 8 is summarized in Section 8.9.

### 8.2 Temperature and tropopause characteristics

The tropopause is the most important physical boundary within the TTL, serving to separate the turbulent, moist troposphere from the stable, dry stratosphere. The position of the tropopause is diagnosed by the thermal properties of the TTL, as a negative, tropospheric vertical temperature gradient changes into a positive stratospheric temperature gradient. The role of the tropopause as a physical boundary is evident not only from the vertical temperature structure, but also from the distributions of atmospheric trace gases and clouds.

In the tropics, two definitions of the tropopause are widely used: one based on the cold point and one based on the characteristics of the lapse rate. The cold point tropopause is defined as the level at which the vertical temperature profile reaches its minimum (Highwood and Hoskins, 1998) and air parcel en route from the troposphere to the stratosphere encounters the lowest temperatures. Final dehydration typically occurs at these lowest temperatures, so that the cold point tropopause effectively controls the overall water vapour content of the lower stratosphere (Randel et al., 2004) and explains its variability (Fueglistaler et al., 2009a). While the cold point tropopause is an important boundary in the tropics where upwelling predominates, this definition of the tropopause is irrelevant for water vapor transport into the stratosphere at higher latitudes where net downwards occurs. The lapse rate tropopause, on the other hand, offers a globally-applicable definition of the tropopause, defined as the lowest level at which the lapse rate decreases to 2 K km$^{-1}$ or less, provided that the average lapse rate between this level and all higher levels within 2 km does not exceed 2 K km$^{-1}$ (World Meteorological Organization, 1957). The tropical lapse rate tropopause is typically ~0.5 km (~10 hPa) lower and ~1 K warmer than the cold point tropopause (Seidel et al., 2001). In Section 8.2, we present a climatology of the tropical tropopause as derived from modern reanalysis data sets and compare it to data from high resolution measurements such as radiosondes or radio occultation. We also investigate temporal variability and long-term changes of TTL and cold point temperatures. All evaluations and further investigations can be found in Tegtmeier et al. (2020).

#### 8.2.1 Observational data sets

High-resolution observations of the TTL are available from radiosonde stations in the tropics. However, climate records of radiosonde temperature, height and pressure data often suffer from inhomogeneities or time-varying biases due to changes in instruments or measurement practices (Seidel and Randel, 2006). Adjusted radiosonde temperature at 100 hPa, 70 hPa and corresponding trends at the cold point have been created by removing such inhomogeneities (Wang et al., 2012, and references therein). In Section 8.2, we use several independently adjusted radiosonde data sets, including RATPAC (Free et al., 2005), RAOBCORE (Haimberger, 2007) and HadAT (Thorne et al., 2005) as well as the unadjusted, quality-controlled radiosonde data set IGRA (Durre et al., 2006) covering the S-RIP core time period (1980-2010) (see Chapter 1, Section 1.2).

Since 2002, high-resolution temperature and pressure data in the TTL are also available from satellite retrievals based on the Global Navigation Satellite System – Radio Occultation (GNSS-RO) technique. Recent studies have demonstrated good agreement between GNSS-RO and radiosonde temperature profiles (e.g., Ho et al., 2017; Anthes et al., 2008). In Sections 8.2 and 8.8, we use zonal mean as well as gridded ($5^\circ \times 5^\circ$) tropopause data sets constructed from GNSS-RO measurements collected by the Challenging Minisat Payload (CHAMP, Wickert et al., 2001), Gravity Recovery and Climate Experiment (GRACE, Beyerle et al., 2005), Constellation Observing System for Meteorology, Ionosphere, and Climate (COSMIC, Anthes et al., 2008), Metop-A (von Engeln et al., 2011), Metop-B, Satélite de Aplicaciones Científicas-C/Scientific Application Satellite-C (SAC-C, Hajji et al., 2004), and TerraSAR-X (Beyerle et al., 2011) missions. All data are re-processed or post-processed occultation profiles with moisture information (‘wetPrf’ product) as provided by the COSMIC Data Analysis and Archive Center (CDAAC, https://cdiac-ww. cosmic.ucar.edu/cdaac/products.html). Observational temperature records at reanalysis model levels in the TTL region have been determined by interpolating GNSS-RO temperature profiles with the barometric formula, taking into account the lapse rate between levels. For each profile, the cold point and lapse rate tropopause characteristics were identified based on the cold point and WMO criteria (World Meteorological Organization, 1957), respectively.

#### 8.2.2 Climatology

Given the strong gradients of temperature and static stability in the TTL, the vertical resolution of the reanalysis data is an important factor in determining the cold point and lapse rate tropopause. For each reanalysis, tropopause heights and temperatures can be derived either from model- or pressure-level data. A comparison of the CFSR cold point tropopause based on model- and pressure-level temperature data is shown here to demonstrate the clear advantage of the finer model-level resolution (Fig. 8.3). The cold point tropopause from CFSR model-level data for the time period 2002-2010 agrees well with radio occultation results, with differences of less than 1.5 K and 0.2 km at all latitudes. The tropopause derived from CFSR pressure-level data, on the other hand, shows larger differences.
This estimate is up to 0.4 km too low and up to 3 K too warm, illustrating the need to use data with high vertical resolution to identify and describe the tropopause. The following climatological tropopause comparisons are all based on model-level data.

Tropical mean temperatures from reanalyses at two standard pressure levels (100 hPa and 70 hPa) and at the two tropopause levels are compared to radio occultation data for the time period 2002–2010 (Fig. 8.4). At 100 hPa, reanalysis temperatures agree well with radio occultation observations with differences between -0.35 K (too cold; ERA-Interim and ERA5) and 0.43 K (too warm; CFSR). At 70 hPa, the agreement is even better, with differences ranging from -0.29 K (JRA-55) to 0.12 K (JRA-25). However, nearly all reanalyses show warm biases at both tropopause levels, with differences of up to 1.2 K compared to the observations. Most likely, the excess warmth of tropopause estimates based on reanalysis products stems from the limited vertical resolution of the reanalysis models in the TTL region. The best agreement is found for the reanalysis with the highest vertical resolution here (ERA5; 0.05 K too warm at the cold point tropopause). The reanalysis with the lowest vertical resolution (NCEP-NCAR R1) is 2.2 K too warm, outside the range displayed in Figure 8.4.

Temperature profile comparisons between 140 hPa and 70 hPa at the native model level resolution have been conducted for the five most recent reanalyses (ERA5, ERA-Interim, JRA-55, MERRA-2, CFSR). All reanalyses tend to be colder than the observations in the tropical mean (Fig. 8.5), but differences are relatively small, and the agreement is good overall. CFSR and ERA5 agree best with the radio occultation data with mean biases of around -0.06 K and -0.28 K, respectively, averaged over the whole vertical range. ERA-Interim and MERRA-2 agree very well at upper levels but show relatively large deviations near 100 hPa (ERA-Interim; -0.82 K) and below 110 hPa (MERRA-2; -0.67 K), respectively. The evaluation demonstrates that temperature comparisons at standard pressure levels (Fig. 8.4) can be biased by up to 0.5 K, with CFSR showing a positive bias (0.45 K) at the 100 hPa standard pressure level but very good agreement (-0.05 K) at nearby native model levels. Such biases can result from vertical interpolation of temperature data in regions with large lapse rate changes.

Comparing the temperature profiles to the tropopause values (Figs. 8.4 and 8.5) reveals that despite the five reanalyses having negative biases at model levels, they mostly have positive biases at the cold point and lapse rate tropopause levels.
As the discrete values corresponding to reanalysis model levels are unable to reproduce the observed minimum temperature as recorded in a near-continuous profile, this difference is expected for the cold point tropopause. Similarly, the lapse rate tropopause criteria might typically be fulfilled at lower levels for data at coarser resolution, thus resulting in a warm bias at the lapse rate tropopause on average. Overall, our results indicate that the negative temperature bias at model levels is more than cancelled out by the positive bias introduced when calculating the cold point and lapse rate tropopauses. Linking the temperature profile and tropopause comparisons, this ‘bias shift’ is about 0.3 K for ERA5, 0.6 K for CFSR and 1 K or larger for ERA-Interim, MERRA-2 and JRA-55. In consequence, ERA5, with both a small negative bias at the model levels and a small bias shift provides the most realistic tropopause temperatures compared to GNSS-RO observations. CFSR also has a relatively small bias shift, but the mostly unbiased temperature profile does not permit any error cancelation via this shift, so that cold point and lapse rate tropopause levels based on CFSR are systematically too warm.

Agreement of the reanalysis temperature profiles from ERA5, ERA-Interim, MERRA-2, and CFSR with GNSS-RO data clearly improves for the comparison restricted to the 2007-2010 time period, when the more densely-sampled COSMIC data were assimilated (Fig. A8.1 in Appendix A). Cold biases at model levels are accompanied by warm biases in the tropopause temperatures, which, for ERA-Interim and ERA5, increase after 2007. Here, the advantage of a reduced temperature bias at model levels comes at the expense of an increased temperature bias at the tropopause.

Evaluations of the latitudinal structure of the cold point tropopause for 2002-2010 are based on comparisons to radio occultation data (Fig. 8.6). All reanalysis data produce tropopause levels that are too low and too warm, with the latter related to vertical resolution as explained above. The observations show that average cold point temperatures are lowest right around the equator. The reanalyses fail to reproduce this latitudinal gradient, indicating more constant cold point temperatures across the inner tropics between 10°S and 10°N with a less pronounced minimum at the equator. As a consequence, the largest differences in cold point tropopause temperatures relative to GNSS-RO data are at the equator and the best agreement is around 20°S/20°N for all reanalysis data.

The cold point altitude and pressure exhibit little north-south variability, ranging from 16.9 km (94 hPa) to 17.2 km (91.8 hPa). The lowest cold point temperatures are located near the equator, while the highest cold point altitudes are located around 20°S/20°N due to zonally-variable tropospheric pressure regimes, such as particularly low tropopause pressures over the Tibetan plateau during boreal summer (Kim and Son, 2012). The reanalysis data capture most of this latitudinal structure, showing roughly constant differences between about 0.1 km and 0.2 km (0-2 hPa, Fig. 8.6). The largest differences are found for NCEP-NCAR R1 in the SH, where the cold point tropopause based on R1 is both higher and warmer than observed. The best agreement with respect to cold point temperatures is found for ERA5 and ERA-Interim, which are around 0.2 K and 0.4 K warmer than the radio occultation data, respectively. All other reanalysis data are in close agreement with each other, with differences from the observations of between 0.5 K and 1 K. The altitude and pressure of the cold point tropopause are captured best by ERA5, CFSR, MERRA, MERRA-2 and JRA-55, which all produce cold point tropopauses that are slightly too low (~0.1 km). ERA-Interim, despite very good agreement in cold point temperature, shows slightly larger biases in cold point altitude (~0.2 km) relative to the GNSS-RO benchmark.

Differences between reanalyses (ERA-Interim, MERRA-2, JRA55, and CFSR) and observations are largest in the inner tropics over central Africa, reaching values 50% to 100% greater than the zonal mean differences (Fig. A8.2 in Appendix A). This region is characterized by a local cold point minimum that results from deep convection and its interaction with equatorial waves.
One possible explanation for the bias distribution might link the enhanced temperature differences to Kelvin wave activity that maximizes over Central Africa but is weaker over the West Pacific (Kim et al., 2019). For most reanalyses, differences to GNSS-RO over Central Africa are 50% higher for periods with enhanced wave activity (see CFSR in Fig. A8.3 of Appendix A). Section 8.8.1 highlights more tropopause analyses for the South Asian Summer Monsoon region and season.

The zonal mean lapse rate tropopause (Fig. 8.7) at the equator is found at similar temperatures and heights as the cold point tropopause, being only slightly warmer and lower consistent with Seidel et al. (2001). Poleward of 10°S/10°N, however, the lapse rate tropopause height decreases considerably faster than the cold point height, since here the cold point is more often located at the top of the inversion layer while the lapse rate tropopause is located at the bottom of the inversion layer (Seidel et al., 2001). Lapse rate tropopause temperatures based on reanalysis data are on average about 0.2 K to 1.5 K too warm when compared to radio occultation data (see also Fig. 8.4 and associated discussion) with best agreement for ERA5 and ERA-Interim. Consistent with this temperature bias, lapse rate tropopause levels based on reanalysis data are about 0.2 km to 0.4 km lower than those based on radio occultation data. The latitudinal structure of lapse rate tropopause temperatures reveals slightly larger biases at the equator and better agreement between 10°-20° in each hemisphere, and is generally very similar to the latitudinal distribution of biases in cold point temperatures (Fig. 8.6). The altitude of the lapse rate tropopause shows considerable zonal variability, ranging from 14.5 km to 16.7 km. All reanalyses capture the plateau in lapse rate tropopause altitudes between 20°S and 20°N and the steep gradients in these altitudes on the poleward edges of the tropics.

The level of agreement among the reanalyses and between reanalyses and observations improves over time, with a step-like improvement around 1998 - 1999 that is likely associated with the TOVS-to-ATOVS transition. The higher vertical resolution of measurements from the ATOVS suite (see, e.g., Figure 7 in Fujiwara et al., 2017; and Figure 2.16 of Chapter 3) is known to reduce differences among the reanalyses with respect to stratospheric temperature (Chapter 3; Long et al., 2017) and polar diagnostics (Lawrence et al., 2018). Within the TTL, temperature biases improve from values of 1 - 2 K to around 0.5 K following the TOVS-to-ATOVS transition. This agreement improves further after 2002, when many of the more recent reanalyses started assimilating AIRS and GNSS-RO data (see, e.g., Figure 8 in Fujiwara et al., 2017).

At the cold point, NCEP-NCAR R1 is a clear outlier, with much higher temperature anomalies than any other reanalyses during the period prior to 2005 (Fig. 8.8). However, differences among the more recent reanalyses are also relatively large, with ERA-Interim (on the lower side) and CFSR (on the upper side) showing differences as large as 2 K in the early years of the comparison.

The interannual variability of TTL temperatures is strongly affected by both tropospheric (e.g., ENSO) and stratospheric (e.g., QBO, solar, volcanic) variability (Krüger et al., 2008; Zhou et al., 2001; Randel et al., 2000). Time series of 70 hPa temperature anomalies and cold point temperature, pressure and altitude anomalies deseasonalized with respect to the common time period 2002 - 2010 are shown in Figure 8.8. The performance of the reanalyses with respect to both the spread among reanalyses and their agreement with observations is much better at the 70 hPa level than at the cold point level. Here, mostly the older reanalyses NCEP-NCAR R1 and JRA-25 show larger deviations when compared to the RAOBCORE radiosonde data. The interannual variability at 70 hPa is dominated by the stratospheric QBO signal, which is reproduced by all reanalyses datasets (see Chapter 9 for a detailed analysis of the QBO signal). Positive temperature anomalies in response to the eruptions of El Chichón in 1982, and Mount Pinatubo in 1991 can be detected for all reanalysis data consistent with results of Fujiwara et al. (2015). In addition to the known signals such as the QBO- and ENSO-driven variations, the time series of tropical zonal mean temperatures shows some inherent variations representing the internal dynamical variability of the troposphere-stratosphere system (Randel and Wu, 2015).
Figure 8.8: Anomaly time series of 20°S - 20°N, 70 hPa temperature and cold point temperature, pressure and altitude with respect to the reference time period 2002 - 2010 for reanalyses, radiosonde (RAOBCORE and IGRA) and radio occultation data are shown. Adapted from Tegtmeier et al. (2020).
Given that existing homogenized radiosonde data sets also show deviations of up to 1.5 K at this level (Figure 2 in Wang et al., 2012), we cannot deduce which reanalysis data set is most realistic. Note that the radiosonde time series from IGRA shown here should not be used for evaluating long-term changes, but only for assessing the representation of interannual variability. Periods of particularly pronounced interannual variability alternate with relatively quiescent ones. The QBO temperature signal at the cold point is weaker than at 70 hPa but still well captured by all of the reanalysis data except for NCEP-NCAR R1 (see Chapter 9).

Interannual variability in cold point pressure and altitude (Fig. 8.8) shows better agreement among the data sets than in cold point or 70 hPa temperature. During the first 15 years of the record, the reanalysis cold point tropopause levels are mostly shifted toward higher altitudes and lower pressures, consistent with lower temperatures during this period. Anomalies in cold point temperature are in most cases matched by anomalies in cold point pressure and altitude, with a higher cold point temperature (e.g., around 1999-2000) corresponding to lower tropopause (negative altitude anomaly and positive pressure anomaly) and vice versa. The older reanalyses NCEP-NCAR R1 and JRA-25 again show the largest overall differences. The agreement improves over time, with the most consistent results found for the period after 2002.

Long-term temperature changes are evaluated over the 1979-2005 time period due to the availability of adjusted tropopause temperature trends from radiosonde data sets (see Wang et al., 2012 for details). Both radiosonde records suggest significant cooling at the 70 hPa level (Fig. 8.9). Temperature trends based on the reanalysis data span almost exactly the same range (-0.5 to -1.1 K/decade) as those based on the radiosonde data sets (-0.5 to -1 K/decade). All reanalysis- and observationally-based trends are significant at this level, confirming the stratospheric cooling reported by previous studies (e.g., Randel et al., 2009). Satellite data from the Microwave Sounding Unit channel 4 (~13-22 km) suggests smaller trends of around -0.25 K/decade over 1979-2005 (Maycock et al., 2018) or -0.4 K/decade over 1979-2009 (Emanuel et al., 2013). However, the much broader altitude range of this MSU channel includes both stratospheric and tropospheric levels, which impedes a direct comparison with trends at 70 hPa.

At the 100 hPa and cold point levels, the situation is completely different. The available adjusted radiosonde data sets show in some cases uncertainties larger than the respective temperature trends at these levels. Only a few of the available data sets indicate a statistically significant cooling based on a methodology that adjusts the cold point trend to account for nearby fixed-pressure-level data and day-night differences. Based on five adjusted radiosonde data sets (Wang et al., 2012), we show here the smallest and largest reported trends and consider their range (including the reported error bars) as the observational uncertainty range. Similar to the observations, the reanalysis data suggest a large range in cold point temperature trends, from no trend at all (0 K/decade for ERA-Interim) to a strong cooling of ~1.3 K/decade (NCEP-NCAR R1). The latter is outside of the observational uncertainty range and can thus be considered unrealistic. All other reanalyses suggest small but significant cooling trends of ~0.3 K/decade to ~0.6 K/decade. JRA-25, JRA-55, MERRA, and MERRA-2 agree particularly well and produce trends in the middle of the observational uncertainty range. Overall, due to the large uncertainties in radiosonde-derived cold point temperature trends, all reanalyses except for NCEP NCAR R1 are statistically consistent with at least one of the observational data sets.

8.2.4 Key findings and recommendations

Key findings

- The reanalysis data sets ERA5, ERA-Interim, MERRA-2, JRA-55, and CFSR provide realistic representations of temperature structure within the TTL. There is good agreement between reanalysis tropical mean temperatures and GNSS-RO retrievals, with relatively small cold biases for most data sets (best agreement for CFSR, -0.06 K). However, the cold point and lapse rate tropopause based on reanalyses show warm biases when compared to observations (best agreement for ERA5, 0.05 K), most likely related to the fact that the discrete values corresponding to reanalysis model levels are unable to reproduce the observed minimum temperature as recorded in a near-continuous profile. (Section 8.2.2)

- Interannual variability in reanalysis temperatures is best constrained in the upper TTL (70 hPa), with larger differences at lower levels such as the cold point and 100 hPa. The reanalyses reproduce the temperature responses to major dynamical and radiative signals such as volcanic eruptions and the QBO. Long-term reanalysis trends in temperature at 70 hPa during 1979-2005 show good agreement with trends derived from adjusted radiosonde data sets indicating significant stratospheric cooling at this level of around -0.5 K/decade to -1 K/decade.

Figure 8.9: Linear trends of tropical temperature (K/decade) for reanalyses and adjusted radiosonde data at the cold point, 100 hPa and 70 hPa with ±2σ error bars.
At the cold point, both adjusted radiosonde data sets and reanalyses show large uncertainties in temperature trends with most data sets suggesting small but significant cooling trends. (Section 8.2.3)

- Advances in reanalysis and observational systems over recent years have led to a clear improvement in TTL reanalysis products over time. In particular, the reanalyses ERA-Interim, ERA5, MERRA2, CFSR, and JRA-55 show very good agreement after 2002 in terms of the vertical TTL temperature profile, meridional tropopause structure and interannual variability. Step-like improvements also occurred around the TOVS-ATOVS transition in 1998-1999 and the introduction of COSMIC data in 2006. (Section 8.2)

Key recommendations

- In the TTL, temperature on native model levels should be used rather than the standard pressure-surface data sets. Various diagnostics such as the cold point tropopause and the analysis of equatorial waves are demonstrably improved when model-level data are used. The cold point tropopause derived from pressure levels is too warm and too low, while temperature at the 100 hPa pressure level underestimates equatorial wave amplitudes. (Section 8.2)

- Cold point and lapse rate tropopause temperature depend on the overall temperature bias and on the vertical resolution of the model level data. For a more realistic representation of the tropical tropopause levels, data sets that combine low temperature biases with high vertical resolution should be used. (Section 8.2)

8.3 Clouds and convection

Clouds and convection play important roles in tropical climate and meteorology, including the radiation budget and atmospheric water cycle. Although clouds are primarily model products in reanalyses, many of the variables that influence cloud distributions in the tropics (such as SSTs and atmospheric temperatures, moisture, and winds) are either prescribed as boundary conditions or modified by data assimilation. Differences in cloud fields thus depend on both the physical parameterizations used in the forecast model, and the type and strength of data assimilation constraints on the state of the reanalysis atmosphere. Similarly, the effects of biases in cloud fields may either be pervasive (for variables that are not analyzed, such as radiative heating rates or the top-of-atmosphere energy balance) or mitigated by the data assimilation (for variables that are analyzed, such as temperature and atmospheric humidity). Chapter 2 of this report provides some information on how cloud fields are generated within the different reanalysis products and how these fields interact with radiation (Tables 2.4, 2.5, and 2.6; see also Appendix A of Wright et al., 2020).

In this Section, we examine reanalysis cloud products in the tropics, focusing on the tropical upper troposphere. The variables examined include cloud fraction and cloud water content (CWC) in the upper troposphere, outgoing longwave radiation (OLR), and short-wave and long-wave cloud radiative effects (SWCRE and LWCRE; defined as clear-sky minus all-sky fluxes) at the nominal top-of-atmosphere (TOA). Comparisons are performed on common grids of 2.5° × 2.5° and for overlapping time periods where appropriate. Spatial distributions of cloud cover and cloud radiative effects are evaluated against a reanalysis ensemble mean (REM) that includes ERA-Interim, JRA-55, MERRA-2, and CFSR/CFSv2. ERA5 and MERRA are also included in selected results, but earlier reanalyses (such as ERA-40, JRA-25, NCEP-NCAR R1, and NCEP-DOE R2) and surface-input reanalyses (20CR and ERA-20C) are omitted. Parts of the evaluations and investigations can be found in Wright et al. (2020).

8.3.1 Observational data sets

We provide some observational comparisons for context, including observations from the AIRS, CERES, CloudSat, ISCCP, and MODIS satellite missions and TOA radiation products from NASA-GEWEX SRB and NOAA OLR. An important caveat is that satellite observations of clouds and OLR are often not directly comparable to reanalysis products due to biases in observational capabilities, diurnal sampling, and other factors. Observational benchmarks are thus treated more as qualitative than quantitative, especially for cloud fields.

AIRS

We use level 3 data from the Atmospheric Infrared Sounder (AIRS) for observations of the thermodynamic state of the atmosphere, primarily daily means from the AIRS version 6 ‘TqJoint’ collection (Texeira, 2013). This collection provides gridded representations of temperature and moisture fields based on consistent sets of initial retrievals in each grid cell, along with quality-controlled representations of cloud properties and many other variables (Tian et al., 2013). As the finest temporal resolutions of other data examined in this intercomparison are daily means, we average data from ascending and descending passes together. Variables used from AIRS TqJoint products include temperature, water vapor mass mixing ratio, and geopotential height, which are used to calculate derived metrics such as relative humidity with respect to liquid water, equivalent potential temperature and moist static energy. AIRS TqJoint products have been acquired from the NASA Goddard Earth Sciences Data and Information Services Center (GESDISC) at https://daac.gsfc.nasa.gov.
CERES

We use two TOA radiation flux products from the Clouds and the Earth’s Radiant Energy System (CERES) experiment Earth Observing System (EOS) Terra & Aqua collection for the period March 2000 through December 2014. First, we use monthly-mean TOA fluxes calculated from Edition 4.1 of the Energy Balanced and Filled (EBAF) monthly-mean products at 1° × 1° spatial resolution (Doelling, 2019). Edition 4.1 of EBAF includes two sets of clear-sky fluxes at TOA (Loeb et al., 2020), one that represents direct observations in ‘cloud-free’ portions of the grid cell (a traditional approach for observationally-based TOA flux datasets) and one that represents clear-sky fluxes estimated for the entire grid cell. We use the latter, as it is more suitable for comparison with clear-sky fluxes from reanalysis models. Second, we use daily-mean Synoptic Radiative Fluxes and Clouds (SYN1Deg) Edition 4A products at 1° × 1° spatial resolution (Doelling, 2017). The SYN1Deg data set provides several estimates of TOA radiative fluxes, including direct measurements, outputs from initial ‘untuned’ radiative transfer model simulations, and outputs from a second set of radiative transfer simulations in which the model input variables are adjusted to bring the simulated fluxes into better agreement with the observed fluxes. The initial atmospheric state for these radiative computations is taken from the GEOS-5 data assimilation system, which is also used for MERRA-2. Only the ‘adjusted’ fluxes are used to compute the cloud radiative effects discussed in Chapter 8, as these are more analogous to the reanalysis flux products. Results based on the observed fluxes are similar but with some changes in magnitudes. Along with TOA radiative fluxes, the SYN1Deg data set provides estimates of cloud fraction retrieved using measurements collected by MODIS and geostationary satellites. We use these estimates of high cloud fraction in conjunction with the SYN1Deg radiative fluxes when daily data are required. CERES data are provided via the CERES Data Products web interface hosted by the NASA Langley Atmospheric Science Data Center (https://ceres.larc.nasa.gov).

CloudSat / CALIPSO

We include several observationally-based cloud products based on measurements from the CloudSat and Cloud-Aerosol Lidar and Infrared Pathfinder Satellite Observation (CALIPSO) satellite missions. These include two estimates of vertical profiles of cloud fraction, one based on combined information from CloudSat and CALIPSO (Kay and Gettelman, 2009) and one based on CALIPSO alone (Chepfer et al., 2010), both provided monthly at 2° × 2° horizontal resolution. The combined CloudSat-CALIPSO product covers the period July 2007 through February 2011, after which CloudSat switched to sunlit-only observations. The CALIPSO-only product is the GCM-Oriented CALIPSO Cloud Product (GOCCP) provided by the Laboratoire de Météorologie Dynamique at the Institut Pierre Simon Laplace (IPSL). We use data from January 2007 through December 2014. CloudSat-CALIPSO combined cloud fractions were provided by Jennifer Kay (personal communication, 15 December 2017), and CFMIP-GOCCP products by IPSL (https://climserv.ipsl.polytechnique.fr/cfmip-obs/goccp_v3.html; v3.1.2 accessed 21 June 2018). In addition to cloud fraction products, we use ice water content (IWC) measurements from CloudSat, namely version 4 of the 2C-ICE profile product (Deng et al., 2015). This retrieval is based on retrieved ice water path from CloudSat radar reflectivity and the backscatter coefficient from the CALIOP lidar, and uses Rodgers optimal estimation in the retrieval. CloudSat- and CALIPSO-based data sets are provided on a 40-level height grid. We convert these height coordinates to pressure using the barometric equation with a scale height of 7.46 km. This approach introduces uncertainties in the precise vertical location (in pressure) of features observed by CloudSat and CALIPSO, which should be taken into consideration when comparing these features to those produced by the reanalyses.

ISCCP

The International Satellite Cloud Climatology Project (ISCCP) has produced observationally-based descriptions of clouds and their attributes using geostationary and polar-orbiting satellite measurements starting from July 1983 (Rossow and Schiffer, 1991, 1999). We use high cloud fractions from the monthly ISCCP HGM product (Rossow et al., 2017), which extend the ISCCP record through June 2017. These data are provided on a 1° × 1° horizontal grid. High clouds are defined as having cloud top pressures less than 440 hPa, and include the cirrus, cirrostratus, and deep convective cloud types. ISCCP HGM products are hosted by NOAA NCEI and are available at https://www.ncei.noaa.gov/data/international-satellite-cloud-climate-project-isccp-h-series-data/access/isccp-basic/hgm/.

MODIS

The Moderate Resolution Imaging Spectroradiometer (MODIS) instrument has been flown on the Terra and Aqua satellites starting from early 2000 and mid-2002, respectively. We use high cloud fractions from Collection 6 of the Terra MODIS Level 3 MOD08 Atmosphere Product (Platnick, 2015). MODIS gridded cloud products are available from NASA Goddard via the web interface at https://modis.gsfc.nasa.gov.

NASA-GEWEX SRB

The NASA Global Energy and Water Cycle Experiment (GEWEX) Surface Radiation Budget (SRB) project has produced radiative fluxes and related variables at both surface and TOA spanning approximately 2.5 decades (Zhang et al., 2013). We use TOA longwave fluxes between January 1984 and December 2007. These products are based on radiative calculations using observed fluxes and ozone together with GEOS-4 analyses of temperature and water vapour.
Pixel-level information from ISCCP is used to derive cloud radiative effects. The NASA GEWEX-SRB data are provided by the NASA Langley Atmospheric Science Data Center.

NOAA OLR

The NOAA Interpolated OLR product (Liebmann and Smith, 1996) provides estimates of all-sky OLR at the TOA starting from June 1974. Initial estimates based on radiances observed by polar-orbiting satellites are used to fill gaps via interpolation in time and space. We use monthly-mean estimates of all-sky OLR from this product covering January 1980 through December 2014. The NOAA Interpolated OLR data are provided by the NOAA/OAR/ESRL PSD, Boulder, Colorado, USA, from their Web site at https://www.esrl.noaa.gov/psd/.

8.3.2 Spatial distribution of high clouds

Fig. 8.10 shows spatial distributions of high cloud fraction for the REM and ISCCP, as well as differences relative to the REM for ERA-Interim, ERA5, JRA-55, CFSR/CFSv2, MERRA and MERRA-2. The definition of high cloud fraction varies somewhat among these data sets. For example, high clouds are defined as clouds at pressures less than 440 hPa (Rossow and Schiffer, 1991; 1999). Differences in how cloud fraction is calculated may also play a role. For example, cloud fraction is a prognostic variable in ERA-Interim and ERA5 but is diagnosed as a function of CWC and relative humidity (RH) in CFSR. These details are provided in Chapter 2 of this report (Table 2.5), with additional information and references provided in Chapter 2E. We show in Section 8.3.3 that reanalysis-derived tropical cloud fractions have a minimum between 400 hPa and 500 hPa, so that these differences in the precise definition of high cloud fraction have little impact on the qualitative comparisons presented in Figure 8.10.

One of the most striking features of Figure 8.10 is the systematically larger high cloud fractions produced by MERRA and MERRA-2 relative to the other reanalyses. MERRA and MERRA-2 show tropical mean high cloud fractions greater than 40 %, while all other evaluated reanalyses show tropical mean high cloud fractions less than 35 %. JRA-55 produces the smallest tropical high cloud fractions among the reanalyses, with a tropical mean high cloud fraction of only about 25 %. CFSR/CFSv2 underestimates the REM, and ERA-Interim exceeds it. These qualitative differences between CFSR/CFSv2 and ERA-Interim are especially pronounced over the Maritime Continent and tropical western Pacific, where CFSR/CFSv2 underestimates the REM, and ERA-Interim exceeds it. These qualitative differences between CFSR/CFSv2 and ERA-Interim are echoed to a lesser extent in other tropical convective regions, such as the Amazon Basin and the Caribbean Sea, and take the opposite sign over mountainous regions such as the Andes and the Tibetan Plateau.

![Figure 8.10](https://www.esrl.noaa.gov/psd/)

Figure 8.10: Time-mean spatial distributions of high cloud cover fraction. The upper left panel (a) shows the REM for 1980-2014, calculated by averaging the distributions from ERA-Interim, JRA-55, MERRA-2, and CFSR/CFSv2. The upper right panel (b) shows the distribution based on the ISCCP HGM dataset for 1984-2014. The remaining panels show differences relative to the REM for (c) ERA-Interim, (d) ERA5, (e) JRA-55, (f) CFSR/CFSv2, (g) MERRA, and (h) MERRA-2. The absolute area-weighted tropical mean (30°S–30°N) (in %) is marked at the upper right corner of each panel. Adapted from Wright et al. (2020).
Differences between ERA5 and the REM are similar in many ways to those for ERA-Interim, but with further enhancements in the tropical convective regions (especially over land). ERA5 has noticeably larger high cloud fractions than ERA-Interim over tropical South America and Africa, as well as in the South Asian monsoon region, the Pacific portion of the ITZC, and the SPCZ. Despite these discrepancies, distributions of high cloud cover are nonetheless qualitatively consistent among the reanalyses, with area-weighted pattern correlations against the REM consistently exceeding 0.95. Some possible reasons for the quantitative differences are discussed below in the context of other metrics (see also Wright et al., 2020).

Figure 8.10 also shows the spatial distribution of high cloud fraction based on the ISCCP HGM observationally-based product. ISCCP D2 indicates systematically smaller high cloud fractions than those produced by reanalyses, with a tropical mean of only 24%. This low bias relative to the REM is consistent among infrared-based observational estimates (see also Fig. 8.11) and is not surprising given the expected limitations of these observations. These data products are based on infrared observations near the 11 μm emission band, which are known to underestimate both the top heights of thick high clouds and the occurrence frequency of thin high clouds (e.g., Pincus et al., 2012; Dessler and Yang, 2003). MERRA-2 provides an ancillary cloud product based on the COSP satellite simulator (Bodas-Salcedo et al., 2015) that facilitates a more direct comparison. This COSP product emulates what satellites would see if they were observing the reanalysis atmosphere, and includes estimates for MODIS high cloud fraction among other products. Figure 8.11 shows spatial distributions of tropical high cloud fraction from MERRA-2 and its COSP equivalent, as well as observationally-based distributions from Terra MODIS (Platnick, 2015) and the CERES SYN1Deg product (which combines information from Terra MODIS, Aqua MODIS, and geostationary satellites; Doelling, 2017). This comparison shows very good agreement between MERRA-2-COSP (25%) and the satellite-based estimates (24-26%) in the tropical mean. However, it is important to emphasize that this close agreement does not necessarily mean that the larger high cloud fractions in MERRA-2 are more realistic (i.e., that the other three reanalyses substantially underestimate high cloud fraction in the tropics). Rather, it indicates only that MERRA-2 produces a reasonable distribution of the high clouds that can be readily observed by MODIS and similar instruments. A recent study in which a cloud simulator was applied to ERA-Interim outputs also indicated good agreement with observed high cloud fractions in the tropics, but with a slight high bias (~10%) in the same inner tropical regions where ERA-Interim tends to overestimate the REM (Stengel et al., 2018).

### 8.3.3 Vertical profiles

The effects of differences in the spatial distribution of cloud fields may be compounded by differences in the vertical distribution of clouds. Figures 8.12 and 8.13 show zonal-mean vertical distributions of cloud fraction and CWC along with area-mean profiles for the inner tropics (10°S - 10°N). All reanalyses show maxima in cloud fraction at or just above the base of the TTL (~200 hPa; Section 8.1). The peak value in ERA-Interim is centered at 150 hPa, slightly above those in ERA5 (~175 hPa) and MERRA/MERRA-2 (~200 hPa) and slightly below that in JRA-55 (~125 hPa). JRA-55 also shows a secondary, smaller local maximum near 200 hPa. Specific details may be sensitive to our use of data on pressure levels rather than model levels (Fig. 8.12), as MERRA and MERRA-2 lack a standard pressure level at 175 hPa. All maxima are most pronounced in the Northern Hemisphere between 5°N and 10°N, reflecting the preferred position of the ITZC (e.g., Schneider et al., 2014). CFSR is omitted from Figure 8.12 because it does not provide a vertically-resolved estimate of cloud fraction.

**Figure 8.11:** As in Fig. 8.10a, but for (a) MERRA-2, (b) MERRA-2-COSP, (c) Terra MODIS, and (d) CERES SYN1Deg over the period 2001–2014. Reproduced from Wright et al. (2020).
Differences among the reanalyses are even more pronounced with respect to time-mean zonal-mean distributions of CWC in the tropical upper troposphere (Fig. 8.13). Here, CWC represents the sum of ice and liquid water contents, except for the CloudSat 2C-ICE estimate, which is based on IWC alone. MERRA-2 produces by far the largest CWCs among the reanalyses, with a pronounced peak at 300 hPa. It is worth noting here that although MERRA-2 produces smaller cloud fractions in the tropical upper troposphere than its predecessor MERRA, it produces substantially larger values of CWC. The large values of CWC produced by MERRA-2 have significant impacts on radiative transfer, as outlined in Section 8.3.3 below (see also Sect. 8.8.6), and may also contribute to the more extensive high cloud cover outside the core convective regions relative to MERRA (Fig. 8.10g-h). CFSR/CFSv2 produces a similarly pronounced vertical maximum in cloud water content, but shifted slightly higher in altitude and with a peak magnitude roughly half that produced by MERRA-2 when averaged over 10° S - 10° N. JRA-55 features a qualitatively similar distribution to those of MERRA-2 and CFSR/CFSv2, but with much smaller magnitudes, consistent with other indications that JRA-55 underestimates cloud fields in the tropical upper troposphere (e.g., Fig. 8.10). The zonal-mean distribution of CWC in ERA-Interim is remarkably different from that in the other reanalyses, including ERA5, as it shows no distinct maximum in the tropical upper troposphere. Instead, ERA-Interim indicates a monotonic decrease in CWC with increasing altitude above 500 hPa. The difference in vertical profiles of CWC between ERA-Interim and ERA5 may be explained at least in part by changes in the treatment of organized detrainment within the convective scheme. These and other revisions to the cloud and convection schemes (Bechtold et al., 2008; 2014; Forbes et al., 2011) act to enhance detrainment rates in the upper troposphere (200 - 300 hPa) and reduce detrainment closer to the tropopause (100 - 150 hPa) in ERA5 relative to ERA-Interim (see Wright et al., 2020, for details).

Observational context is provided in Figure 8.12 by vertical profiles of cloud fraction derived from CALIPSO measurements for CFMIP (Chepfer et al., 2010) and derived from combined CloudSat and CALIPSO measurements (Kay and Gettelman, 2009). Similar but more limited context is provided in Figure 8.13 by IWC estimates from the CloudSat-CALIPSO 2C-ICE product (Deng et al., 2015). These data sets are based on active measurements made using radar and lidar profilers, and therefore have different types of biases than cloud fields derived from passive measurements in the 11 μm band (e.g., increased sensitivity to cloud top heights and thin clouds but more limited diurnal sampling). However, although the two observational cloud fraction data sets are based in part on the same underlying observations collected at approximately the same times and locations, the range between these two observational estimates is comparable in magnitude to that among the reanalyses, which complicates evaluation of the reanalysis products. Given also the lack of suitable observation simulators applied to the reanalysis fields, we avoid further quantitative comparison. Qualitatively, the observational estimates are more consistent with the single anvil-type peaks in cloud fraction around 150 - 200hPa as produced by ERA-Interim, ERA5, MERRA, and MERRA-2 than with the double-peak structure produced by JRA-55.
However, none of the reanalyses captures the observed peak in cloud fraction near 500 hPa associated with shallower cumulus congestus clouds. For CWC, the 2C-ICE profile is likewise more consistent with the anvil layers produced by ERA5, MERRA, MERRA-2, and CFSR/CFSv2, although the reanalyses typically show smaller magnitudes and place the peak value at somewhat higher altitudes than observed. These differences are expected, as the 2C-ICE algorithm measures total IWC (including snow) while the reanalyses account only for cloud condensate, again precluding quantitative comparison (e.g., Li et al., 2016; see also Sect. 8.8.6). Unlike in cloud fraction, the reanalyses do show larger values of CWC around the cumulus congestus detrainment level (~500 hPa). Although this peak is not present in the observed IWC, this may be explained by the primarily liquid composition of CWC at these levels in the reanalyses (Fig. 8.13f).

Differences in the mean vertical profiles of cloud fraction and CWC among reanalyses suggest differences in the preferential location and subsequent evolution of anvil clouds detrained from deep convection. For example, detrainment appears to peak at lower altitudes and higher pressures in MERRA and MERRA-2 than in the other reanalyses. The cloud fraction maximum at 125 hPa in JRA-55 suggests that convective detrainment may be more likely to penetrate across the LZhRH (Section 8.4.2) in JRA-55 than in other systems, while the peak values of CWC in ERA5 and CFSR/CFSv2 are clearly shifted upward relative to MERRA-2. Such differences reflect the specific treatments of detrainment within the deep convective scheme, but may also indicate systematic differences in the tropical circulation as represented by the reanalysis. The latter may respond to other aspects of the convective scheme (the convective trigger, treatment of mixed-phase condensate, autoconversion, etc.), as well as other physical parameterizations (boundary-layer turbulence, interactions between radiation and clouds) and/or the types or treatments of assimilated data (see also Wright et al., 2020).

### 8.3.4 Cloud radiative effects

Tropical high clouds have substantial climatic impacts, particularly via their influences on the radiation budget (e.g., Stevens and Schwartz, 2012). For example, the presence of thick high clouds (such as anvil clouds associated with tropical deep convection) substantially reduces the OLR. This LW effect is offset to some extent by the additional reflection and absorption of solar radiation by thick high clouds. Such compensation does not occur with thin high clouds, which are largely transparent to incoming solar radiation but opaque to outgoing LW radiation. Here, we examine how differences in the distribution of high clouds in reanalyses alter LW and SW fluxes at the nominal TOA. In Section 8.4.2 we extend this discussion to include the convergence of LW and SW radiation in the tropical UTLS. High clouds are the dominant factor in determining LW cloud impacts, but play a more limited role in SW effects (e.g., Zelinka et al., 2012). We therefore focus primarily on the role of high clouds in altering LW fluxes at the TOA. Additional discussion of SW and net effects has been provided by Wright et al. (2020).

Figure 8.14 shows spatial distributions of the OLR and LWCRE based on various reanalysis and observational data sets. The LWCRE is calculated for each data set by subtracting the all-sky OLR from the clear-sky OLR.
These quantities may be derived in slightly different ways for observational and reanalysis data sets. For observational data sets, all-sky fluxes are computed by aggregating all observations. Clear-sky fluxes may be estimated by aggregating observations flagged as cloud-free but may also be derived by running radiative transfer simulations constrained by observed fluxes, with some combination of observed and analysis fields used to specify the atmospheric state. We use the latter type to define ‘observational’ LWCREs. For reanalyses, all-sky and clear-sky fluxes are computed by running the radiation parameterization for the model-generated cloud fields. As with high clouds, reanalyses generally provide realistic spatial distributions of the time-mean OLR and LWCRE: pattern correlations against the REM are consistently larger than 0.9, and pattern correlations between observational estimates and the REM all exceed 0.97 (including the NOAA OLR and NASA GEWEX-SRB datasets; not shown). Spatial distributions of biases in OLR are qualitatively opposite to spatial distributions of biases in LWCRE (i.e., biases in OLR are positive where biases in LWCRE are negative and vice versa). This situation reflects the preeminent role of clouds in determining the spatial pattern of OLR in the tropics: an underestimate of LWCRE corresponds to an underestimate of cloud impacts on net absorption within the column and thus an overestimate of OLR, while an overestimate of LWCRE has the opposite effect.

The REM indicates a tropical mean OLR of 266 W m\(^{-2}\) and a tropical mean LWCRE of 21 W m\(^{-2}\) (Fig. 8.14). Both CFSR and ERA-Interim produce tropical mean values of OLR and LWCRE that are very close to the REM, but with spatial bias distributions that are qualitatively opposite in many respects. CFSR produces high biases of OLR and low biases of LWCRE relative to the REM over most of the tropical oceans, particularly near the maritime continent, while producing low biases of OLR and high biases of LWCRE over the eastern tropical Pacific and land regions with strong convection, such as equatorial Africa. ERA-Interim, by contrast, produces low biases in OLR and high biases in LWCRE relative to the REM over oceanic deep convective regions, but high biases in OLR and low biases in LWCRE over large parts of the tropical continents.

ERA5 produces a slightly smaller tropical-mean OLR and slightly larger LWCRE than ERA-Interim, consistent with its larger high cloud fraction (Fig. 8.10). The changes are again most pronounced over tropical land areas with strong convection, especially South America, Africa, and the South Asian monsoon region (Fig. 8.14). JRA-55 substantially overestimates OLR and underestimates LWCRE relative to the REM, with biases of nearly 10 W m\(^{-2}\) relative to the REM. The biases in JRA-55 are opposite to those in MERRA-2, for which the tropical mean OLR is smaller than the REM by 10 W m\(^{-2}\) and the LWCRE is larger than in any other reanalysis. Differences between MERRA-2 and JRA-55 are particularly pronounced in tropical deep convective regions.

Observationally-based estimates of OLR and LWCRE shown in Figure 8.14 are taken from the CERES EBAF (Section 8.3.1).
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The tropical-mean OLR based on CERES is smaller than that based on the REM but not quite as small as that based on MERRA-2. We have also examined other observationally-based estimates, such as the NASA GEWEX-SRB product (Zhang et al., 2013) and the NOAA Interpolated OLR product (Liebmann and Smith, 1996). The SRB data indicate a tropical mean OLR of 259 W m\(^{-2}\) and a tropical mean LWCRE of 28 W m\(^{-2}\), in good agreement with CERES. The NOAA OLR indicates a tropical mean OLR of 252 W m\(^{-2}\), even smaller than that in MERRA-2 (the NOAA OLR does not provide a clear-sky estimate so cannot be used to estimate LWCRE). The REM is thus biased high relative to the NOAA OLR by nearly 15 W m\(^{-2}\). Based on this context, MERRA-2 appears to produce the most realistic values of OLR and LWCRE averaged over the tropics among these reanalyses. Moreover, the magnitudes by which ERA-Interim, ERA5, and CFSR/CFSv2 underestimate the LWCRE are approximately twice as large as the magnitudes by which they underestimate OLR: these reanalyses underestimate clear-sky OLR but overestimate all-sky OLR. However, it is worth noting that these comparisons are not strictly independent, as both the SRB and CERES products use temperature and moisture profiles from the GEOS-4 (SRB) or GEOS-5 (CERES) data assimilation systems during data processing.

Figure 8.15 summarizes joint distributions of daily-mean gridded LWCRE and SW cloud radiative effect (SWCRE) relative to daily-mean gridded high cloud fraction during 2001 - 2010 in the inner tropics (10°S - 10°N at 1° x 1° grid spacing). The distributions highlight differences among the LWCREs across different data sets and their relationships with high cloud cover in the tropics. CFSR, ERA-Interim, and JRA-55 underestimate LWCRE relative to CERES, with 75th percentile values between 20 W m\(^{-2}\) and 35 W m\(^{-2}\) smaller than the CERES SYN1Deg benchmark. This low bias in LWCRE is particularly pronounced in JRA-55, as also indicated by the spatial distributions shown in Figure 8.14. MERRA-2 is quantitatively in better agreement with CERES-based estimates, although this reanalysis produces a pronounced modal ‘lobe’ of strong LWCRE at larger values of high cloud fraction that is not seen in the observations (Fig. 8.15). This difference, which is also evident in the relationship between high cloud cover and SWCRE, results from the separate treatments of anvil clouds and in situ clouds by the prognostic cloud scheme in MERRA-2 (Chapter 2; Table 2.5). As a result, MERRA-2 tends to overestimate the LWCRE in convective regions (Fig. 8.15). Like MERRA-2, ERA-Interim shows a bimodal structure in the joint distribution of high cloud cover and LWCRE. However, whereas the large-LWCRE mode in MERRA-2 is centered near high cloud fractions of 60 - 80%, that in ERA-Interim is associated almost exclusively with high cloud fractions near 100%. The range of LWCRE produced within the tropics provides another useful metric. CERES indicates that the distribution of LWCRE in the tropics has a long tail at large values (more than 100 W m\(^{-2}\)), where the latter is associated with large values of high cloud fraction. Among the reanalyses, only CFSR shows a long tail similar to that found in the CERES estimates. However, CFSR overestimates the occurrence frequency of small values and underestimates the occurrence frequency of large values relative to CERES, as indicated by the sharper curvature of the joint distribution and the smaller 75th percentile value of LWCRE.

![Figure 8.15: Two-dimensional joint frequency distributions of daily-mean LWCRE (upper) and SWCRE (lower) relative to daily-mean high cloud fraction for 1° x 1° grid cells in the inner tropics (10°S - 10°N) during 2001 - 2010. From right to left, distributions are based on fluxes at the nominal TOA from (a) CERES SYN1Deg, (b) ERA-Interim, (c) JRA-55, (d) MERRA-2, and (e) CFSR. Vertical lines in the upper panels mark the 75th percentile of daily gridded LWCRE. Purple contours in the lower panels show joint distributions of high cloud fraction and SWCRE conditional on the upper quartile of LWCRE (i.e., LWCRE exceeding the 75th percentile). Shading and contours show frequency densities of paired data values (i.e., two-dimensional histograms). The same contour intervals are used for all datasets. Adapted from Wright et al. (2020).](image-url)
The joint distributions of high cloud fraction against SWCRE, including the distributions conditioned on large values of LWCRE, also show large differences among the reanalyses. Based on these distributions, it appears that both ERA-Interim and MERRA-2 overestimate SWCREs associated with deep tropical convection, while CFSR underestimates these effects. The prevalence of large values of SWCRE at very small values of high cloud fraction in CFSR suggests that cloud albedo effects are primarily associated with low clouds in this reanalysis, a relationship that also emerges in the CERES-based distribution but is missing or masked by extensive high cloud cover in MERRA-2. The distribution based on JRA-55 is more consistent with the CERES-based distribution, although JRA-55 still overestimates the SWCRE.

### 8.3.5 Relationships with other variables

The spatial distribution of high cloud cover shown in Figure 8.10 is controlled to leading order by the spatial distribution of deep convection, which is closely linked to the spatial distribution of SST (e.g., Fu et al., 1996). Other factors include the thermodynamic structure of the atmosphere, large-scale vertical motion, and relative humidity in the mid-troposphere (e.g., Su et al., 2011). Figure 8.16 shows joint distributions of daily-mean gridded high cloud cover relative to daily-mean gridded SST, potential instability ($\theta_{500 hPa} - \theta_{850 hPa}$, where $\theta$ is equivalent potential temperature), grid-scale vertical velocity at 500 hPa ($\omega$), and grid-scale RH at 500 hPa during 2001 - 2010. These relationships (and results for ERA5, omitted here) have been discussed in more detail by Wright et al. (2020); here, we briefly touch on some key points.

The reanalyses generally capture the relationship between SST and high cloud cover, in which tropical convection (associated with large values of high cloud fraction) tends to cluster over the largest SSTs. However, apart from CFSR, this relationship is usually stronger in the reanalyses than observed. Relationships with potential instability in the lower troposphere show larger discrepancies among the reanalyses.

![Figure 8.16](image-url): As in Fig. 8.15, but for daily-mean gridded high cloud cover against SST (far left), potential instability in the lower troposphere (centre left), mid-tropospheric vertical velocity (centre right), and mid-tropospheric RH (far right) in the inner tropics (10°S - 10°N) during 2001 - 2010. Distributions are shown for ERA-Interim (first row; blue), JRA-55 (second row; purple), MERRA-2 (third row; red), CFSR (fourth row; green), and observational benchmarks (bottom row; grey). Daily-mean observational estimates are from CERES SYN1Deg (high cloud cover and LWCRE), Optimum Interpolation Sea Surface Temperature (OISST) v2 (SST), and AIRS TqJoint (potential instability and RH500; limited to 2003 - 2010). Grey contour lines in each panel mark distributions corresponding to the upper quartile of LWCRE as noted in Fig. 8.15.
Whereas MERRA-2 and CFSR agree well with the distribution based on CERES and AIRS, both ERA-Interim and JRA-55 show larger values of potential instability associated with larger values of LWCRE. For ERA-Interim, this difference may be explained by the convective closure, which consumes convective instability more slowly at the relatively coarse horizontal resolution used for that reanalysis (Bechtold et al., 2008; their Fig. 1). In this case, substantial instability may remain in the column even after convection has produced extensive high cloud cover. For JRA-55, this difference is related to the convective trigger function, which requires that convective cloud base be situated at the level closest to ~900 hPa. As a result, moist entropy that builds up at 850 hPa may not be released until instability develops at 900 hPa as well. This leads to a clear ‘kink’ in the profile of moist static energy in the JRA-55 lower troposphere that does not appear in other reanalyses or in AIRS observations (Fig. 8.17; see also expanded version in Wright et al., 2020), and illustrates the extent to which details of the convection schemes can imprint on analyzed variables. Relationships with mid-tropospheric vertical velocity are strongest in JRA-55 and ERA-Interim and weakest in MERRA-2 (Fig. 8.16). This difference also relates to differences in the convective trigger functions; namely that the trigger functions in JRA-55 and ERA-Interim explicitly use grid-scale vertical velocities to represent large-scale controls on convective activity, while that in MERRA-2 does not. Relationships with mid-tropospheric RH are qualitatively consistent among the reanalyses, except for the distinct lobe of high cloud cover at large RH in MERRA-2. Similar lobes are evident in other joint distributions based on MERRA-2 (including those in Fig. 8.15), and result from different treatments of anvil condensate and in situ condensate in the prognostic large-scale cloud scheme in MERRA-2. The other striking feature of the RH distributions in Figure 8.16 is the difference in mid-tropospheric RH associated with the strongest deep convection. The values of RH used to construct this figure are all calculated relative to saturation with respect to liquid water. The smaller values of RH in JRA-55 relative to MERRA-2, for example, can thus be understood in terms of different treatments of the liquid–ice transition (see, e.g., Fig. 2.3 in the extended digital version of Chapter 2). Whereas JRA-55 assumes that condensate is entirely liquid at 0°C and entirely ice at -15°C, with a linear partitioning between these two endpoints, ERA-Interim partitions condensate using a quadratic function of temperature between 0°C and -23°C. The effects of these different treatments are also evident in the ice fraction of CWC in these reanalyses (Fig. 8.13f). Comparison against the CERES/AIRS distribution shown at the lower right of Figure 8.16 suggests that the mid-tropospheric RH distribution based on JRA-55 is more realistic than the others at this spatial resolution (daily means at 1°). CFSR provides the closest match with observations for distributions of high cloud cover against SST and potential instability.

Figure 8.17 shows that MERRA-2 has larger values of upper tropospheric moist static energy (MSE) in convective regions relative to the other reanalyses. This difference reflects both a systematic moist bias, perhaps due to greater detrainment of cloud water and subsequent condensate evaporation (Fig. 8.13; see also Fig. 8.22), and a systematic warm bias, possibly linked to more intense cloud radiative heating at anvil level (see Fig. 8.23, Sect. 8.4.2). For example, at 300 hPa, the greater MSE associated with the upper quartile of LWCRE in MERRA-2 relative to ERA-Interim is on average 62% due to differences in the dry enthalpy component (cpT) and 35% due to differences in the latent energy component (Lqv), with the residual discrepancy (3%) arising from differences in geopotential. This difference in upper tropospheric MSE is systematic throughout the tropics (see, e.g., profiles corresponding to the lower quartiles of LWCRE in Fig. 8.17), but with temperature biases a proportionally greater contributor outside of the main deep convective regions. Greater upper tropospheric MSE in MERRA-2 implies larger gross moist stability and especially a stabilization of the upper troposphere that may suppress the average depth of convection. Indeed, the lower, more extensive anvil deck in MERRA-2 appears to be a primary factor in the relatively strong above-cloud radiative cooling in this reanalysis, as well as the inability of convective heating to compensate for this effect (Sect. 8.4).
8.3.6 Temporal variability

Mean annual cycles of high cloud cover and OLR averaged over the inner tropics, NH subtropics, and SH subtropics (Fig. 8.18) show that ERA-Interim, ERA5, JRA-55, MERRA-2, and CFSR/CFSv2 all capture the main characteristics from observations. For the tropics, high cloud cover reaches a maximum in April and a minimum in August, although ERA-Interim and ERA5 show extended minima that span August and September and the minimum in MERRA is one month earlier than observed. The annual cycle in CFSR/CFSv2 has a smaller amplitude than indicated by observations, primarily due to a weaker minimum during boreal summer. The inner tropical latitude band omits many monsoon regions, so that the annual cycle of cloud fraction in the inner tropics depends largely on the migration of the ITCZ and the extent to which it passes out of the 10°S-10°N band during solstice seasons. The less pronounced annual minimum in CFSR may thus indicate weaker migration of the ITCZ rainfall in this reanalysis, or artificial damping of the seasonal signal owing to positive biases in cloud cover outside convective regions and negative biases within convective regions (Fig. 8.10). JRA-55 and MERRA-2 produce larger amplitudes, but are otherwise qualitatively consistent with the observed annual cycle (Fig. 8.18), while ERA5 shows good agreement in both timing and amplitude despite its larger annual mean value. Annual cycles of cloud cover in the subtropics of both hemispheres are more consistent. Although the reanalyses tend to overestimate their amplitudes in these domains, it is unclear whether this results from issues in the reanalyses or shortcomings in the observational analyses, such as sampling biases or limited sensitivity to optically thin clouds. MERRA-2 also shows a more rapid increase of high cloud cover in the NH subtropics during boreal spring that is neither observed nor indicated by any other reanalysis. For OLR, the annual cycles are again broadly consistent with variations qualitatively opposite to those in cloud cover. MERRA and MERRA-2 consistently overestimate the observed amplitude and JRA-55 consistently underestimates the observed amplitude. ERA-Interim also produces weaker annual cycles than observed in the inner tropics and the SH subtropics, while the annual cycle based on CFSR/CFSv2 is again much weaker than observed in the inner tropics. Both the character and magnitude of monthly deviations from the annual mean are captured well by ERA5.

Figure 8.18: Mean annual cycles of (a, c, e) high cloud fraction and (b, d, f) OLR as anomalies from the annual mean averaged over the (a-b) inner tropics (10°S-10°N), (c-d) NH subtropics (10°N-30°N) and (e-f) SH subtropics (30°S-10°S). Data are shown from ERA5, ERA-Interim, JRA-55, CFSR/CFSv2, MERRA-2, MERRA during 1980-2014, and observational estimates as indicated in the legend. Annual-mean reference values for each data product are listed in the corresponding panel, with lighter text for ERA5, MERRA, and ISCCP/SRB.
Chapter 8: Tropical Tropopause Layer

Annual mean values listed in Figure 8.18 confirm that maximum high cloud fractions and minimum OLR occur in the inner tropical band, with somewhat larger values of high cloud fraction and smaller values of OLR in the NH subtropics relative to the SH subtropics. This hemispheric asymmetry is stronger in cloud fraction than in OLR and is much more pronounced in MERRA and MERRA-2 than in the other data sets.

Figure 8.19 illustrates the long-term variability of monthly anomalies in high cloud fraction, OLR, and LWCRE in reanalyses and CERES-based observational products averaged over the inner tropics (10°S - 10°N). Anomalies are calculated relative to the mean annual cycle over 2001 - 2014. Variability in tropical mean high cloud fraction is primarily seasonal, with few robust signals at interannual time scales. One exception is transient increases in high cloud fraction and LWCRE coupled with decreases in OLR following the very strong El Niño events in 1982-83 and 1997-98, which are relatively robust among the reanalyses. However, the most pronounced variations in this figure appear to be artificial rather than physical. Most notably, the tropical-mean high cloud fraction in CFSR jumped suddenly by more than 10 percentage points between the end of 2009, when CFSR was initially planned to end, and the beginning of 2010. Tropical-mean high cloud fraction then increased again at the beginning of 2011 with the transition to CFSv2, approaching a value (0.54) close to that produced by MERRA-2 (0.56 for 2011 - 2014). The bridge year 2010 is not well documented, but has also been found to show discontinuities in other variables (e.g., stratospheric water vapour; Davis et al., 2017).

Discontinuities in the CFSR time series are not limited solely to the CFSR/CFSv2 transition, with transient reductions in tropical-mean high cloud fraction after every production stream transition in the initial 1979-2009 run (1 January 1987, 1995; 1 April 1999 and 2005; see also Chapter 2, Table 2.24). However, although these latter stream-related discontinuities are reflected in OLR and LWCRE (as is the transition at the beginning of 2010), neither OLR nor LWCRE shows large changes following the transition to CFSv2 in January 2011. This peculiar feature is discussed in detail in Appendix B of Wright et al. (2020), along with possible reasons for the jump in high cloud fraction. Although it has been suggested that CFSv2 can serve as an extension of CFSR, researchers should use this reanalysis with caution in any study that spans the 2010 bridge year or the 2011 transition to CFSv2. JRA-55 shows a gradual increase in high cloud fraction from 1980 to the early 2000s, along with corresponding changes in OLR (towards smaller values) and LWCRE (towards larger values). Although the signs of these trends are reproduced across most of the reanalyses (Wright et al., 2020, their Fig. 14), the relatively strong changes in JRA-55 bring values of all three variables closer to those in other reanalyses by the later part of the record. Despite this improvement, biases in tropical-mean OLR from JRA-55 relative to ERA-Interim and CFSR/CFSv2 remain large (~10 W m⁻², reduced from ~15 W m⁻² in the 1980s). MERRA-2 shows qualitatively similar drifts in OLR (towards smaller values) and LWCRE (towards larger values). However, the lack of any corresponding change in high cloud fraction suggests that other factors (such as changes in cloud top height or cloud water path) must be responsible for these drifts.
With the notable exception of the initial five years in ERA-Interim, both the ERA-Interim and ERA5 time series are relatively stable, with no major long-term drifts.

Wright et al. (2020) also summarize relative variance and cross-correlations in deseasonalized anomalies among the reanalyses and observationally based data sets examined in this section (their Fig. 15). Noting that ERA5 and MERRA-2 are most consistent with observations in terms of tropical-mean OLR and LWCRE (Fig. 8.14), we focus on these two products here. Whereas ERA5 produces the strongest correlations against observationally based data sets among the five examined reanalyses, correlations based on MERRA-2 are consistently among the weakest. Likewise, while ERA5 captures the magnitude of observed variance in OLR and LWCRE well, MERRA-2 overestimates variance in both. Taking all factors into account (no major drifts or jumps, consistently high correlations, and standard deviations and seasonal cycles close to observationally based benchmarks), ERA5 provides the best representation of temporal variability in tropical OLR and LWCRE among recent reanalyses.

8.3.7 Key findings and recommendations

Key findings

- Tropical high cloud fields are substantially different among reanalyses, with tropical-mean high cloud fractions ranging from 25% (JRA-55) to 43% (MERRA-2) and cloud water contents (CWCs) in the upper troposphere spanning more than a factor of 10. However, simulated cloud satellite products based on ERA-Interim and MERRA-2 indicate that both reanalyses reproduce high cloud fractions as observed by passive satellite instruments well despite differences of nearly 15% in tropical-mean high cloud fraction. (Section 8.3.2)

- Observed vertical profiles of cloud fields in the tropical UT are in better agreement with models that produce pronounced convective anvil in both cloud fraction and CWC (ERA5, MERRA-2, CFSR/CFSv2) than with those that do not (ERA-Interim, JRA-55), although issues with the altitude and extent of deep convective detrainment remain to be resolved. (Section 8.3.3)

- Differences in high cloud fields project directly onto differences in OLR. MERRA-2 produces the largest tropical-mean longwave cloud radiative effect (LWCRE) and smallest tropical-mean OLR among the evaluated reanalyses, while JRA-55 produces the smallest tropical-mean LWCRE and a tropical-mean OLR approximately 10-15 W m⁻² larger than any other evaluated reanalysis. Comparison with observations suggests that the larger time-mean LWCRE and smaller time-mean OLR produced by MERRA-2 are more realistic. ERA-Interim, ERA5, and CFSR/CFSv2 underestimate clear-sky OLR relative to CERES observations (suggesting a high bias in GHG absorption) even as they overestimate all-sky OLR (a low bias in LWCRE). (Section 8.3.4)

- Details of model physical parameterizations (e.g., clouds and convection) can have systematic impacts not only on forecast variables (e.g., diabatic heating), but also on analysed variables (e.g., temperature and specific humidity) and derived variables that rely on them (e.g., moist static energy). These effects are illustrated by biases in moist static energy in the JRA-55 lower troposphere (related to restrictions in convective cloud base) and in the MERRA-2 tropical upper troposphere (related to the representation of convective anvil clouds) relative to other reanalyses. (Section 8.3.5)

- Despite some differences in amplitude and timing, reanalyses generally reproduce annual cycles of high cloud fraction and OLR averaged over the tropics and subtropics. However, interannual variations in these variables show drifts and discontinuities that appear to arise mainly from changes in assimilated observations and/or production streams rather than physical factors. Among reanalysis estimates of tropical high cloud cover and OLR, ERA5 shows greater stability in time (1980-2014), as well as stronger correlations and smaller standard deviations relative to observations (2001-2014). This stability may be surprising in light of other key findings in this report regarding temporal variability in ERA5, such as evident discontinuities of global averaged temperature in the middle and upper stratosphere (Chapter 3). (Section 8.3.6)

Key recommendations

- Despite suggestions that CFSv2 can serve as an extension of CFSR, discontinuities in clouds and other products mean that researchers should use this reanalysis with caution in any study that spans the 2010 bridge year or the 2011 transition to CFSv2 (see also Chapter 2, Section 2.5). (Section 8.3.6)

- Long-term drifts in high cloud fraction, OLR, and LWCRE are present in almost all reanalyses, and show little agreement in terms of sign, timing, or magnitude. These products should generally not be used for trend or time series analysis without independent verification. Among the reanalyses, ERA5 shows greater stability in time and stronger correlations with observed variability for these cloud and radiation metrics, and may therefore offer a more reliable characterization of long-term variations in these metrics relative to earlier reanalyses. (Section 8.3.6)

- Evaluation of co-variability between high cloud fraction and other variables shows that the separate treatment of anvil and in situ large-scale clouds in GEOS-5 (as applied in MERRA-2) produces some unrealistic behaviours, particularly with respect to radiative transfer. A revised prognostic treatment of cloud condensate may be necessary to resolve these issues. (Sections 8.3.4 - 8.3.5)
• Differences in the parameterizations of clouds and convection imprint not only on the distributions of clouds and other forecast fields, but also on metrics that are directly affected by the data assimilation, such as the vertical profile of moist static energy in the tropical atmosphere. These differences can often be traced back to assumptions made in the parameterization and may thus present viable targets for model improvement. Data users should be alert to potential impacts of these issues on the generation and interpretation of reanalysis-based diagnostics. (Section 8.3.5)

8.4 Diabatic heating rates

Diabatic heating rates or temperature tendencies are useful diagnostics of reanalysis behavior and performance. These heating rates are virtually impossible to measure directly (although some components can be inferred from observations, as discussed in Sect. 8.6.6) and are therefore poorly constrained. In reanalyses these terms are influenced to some extent by the impacts of observational data assimilation on temperature, moisture, winds, and other variables, but they still differ substantially across reanalyses (Wright and Fueglistaler, 2013). The magnitude and distribution of diabatic heating within the TTL provide insight into the circulation of this region, and can help to diagnose the sources and characteristics of differences in this circulation amongst reanalyses.

Diabatic heating is a fundamental component of the temperature budget, as expressed via the thermodynamic energy equation:

\[ \frac{\partial T}{\partial t} + \nabla \cdot \mathbf{v} - \omega \left( \frac{\kappa T}{p} \right) - \rho \frac{\partial T}{\partial p} = \frac{Q}{c_p} \]  

(8.1).

We use the temperature form of the thermodynamic equation here for consistency with reanalysis diabatic heating diagnostics, which are reported as tendencies in temperature (\(T\)) rather than potential temperature (\(\theta\)). The three terms on the left-hand side are the time rate of change, the horizontal advection (\(v = \langle u,v \rangle\) the horizontal wind vector), and the vertical advection including adiabatic effects (\(p\) pressure, \(\omega\) pressure vertical velocity, and \(\kappa = R/c_p\) with \(R\) the gas constant and \(c_p\) the specific heat of air at constant pressure). These terms are balanced on the right-hand side by diabatic heating (\(Q/c_p\)). Diabatic heating is often separated into contributions from different physical processes as follows:

\[ \frac{Q}{c_p} = \frac{Q_{\text{rad}}}{c_p} + \left( \frac{Q_{\text{mst}}}{c_p} + \frac{Q_{\text{mix}}}{c_p} \right) \]  

(8.2).

Here \(Q_{\text{rad}}/c_p\) represents diabatic heating due to radiative transfer, \(Q_{\text{mst}}/c_p\) represents heating due to moist physics, and \(Q_{\text{mix}}/c_p\) represents heating due to shear–flow (turbulent) mixing. The latter two terms are not always provided separately for reanalyses, and are therefore often combined into a single “residual” term, which represents heating due to non-radiative physics. The turbulent mixing term is a non-negligible component of the residual near the tropopause, but is orders of magnitude smaller than the moist physics term in most of the tropical upper troposphere (Wright and Fueglistaler, 2013).

Diabatic temperature tendencies in reanalyses are computed by tracking the evolution of temperature before and after physical parameterizations are applied. For example, the radiative heating rate over a forecast represents the cumulative changes calculated by the radiation parametrization over all radiation time steps included in that forecast, while the heating due to moist physics includes not only latent heating and cooling associated with the phase changes of water, but also heat transport that occurs within parameterized convection. Heating due to moist physics can be decomposed into terms due to convection and large-scale condensation, while convective heating can be further decomposed into terms due to deep and shallow convection. It is important to emphasize that the diabatic heat budget is not closed in reanalyses: energy is not conserved. This lack of closure occurs because the data assimilation step can cause changes in temperature that add or remove heat from the system. We can think of this assimilation increment as a separate “diabatic” term in the thermodynamic energy equation (e.g., \(Q_{\text{assim}}/c_p\)). The assimilation increment may be useful for identifying biases in the atmospheric model, but its interpretation is complicated. Biases that are corrected by the assimilation may originate in one or more of the diabatic terms (e.g., radiation or convection), but they may also originate from errors in the temperature advection terms or unknown biases in the observations. The role of the assimilation increment (and the lack of closure that it implies) is important to keep in mind, but we do not examine it here. Please also see the footnote on diabatic heating rates in reanalyses in Section 12.1.3.

This Section extends the intercomparison presented by Wright and Fueglistaler (2013) in both temporal coverage and reanalyses examined. Specifically, we add results for ERA5, JRA-55 and MERRA-2. We also add some new metrics, particularly with respect to variability in the LZRH, and incorporate some new methodological approaches following Zhang et al. (2017).

8.4.1 Total diabatic heating

Figure 8.20 shows zonal-mean estimates of total diabatic heating based on eight reanalyses: two from ECMWF (ERA-Interim and ERA5), two from JMA (JRA-55 and JRA-25), two from NASA GMAO (MERRA and MERRA-2), and two from NCEP (CFSR and NCEP-NCAR R1). Diabatic terms were not archived for the CF5v2 (i.e., post-2011), so all comparisons are conducted for the period 1980–2010. Among the newer estimates aligned along the upper row, ERA-Interim and JRA-55 have strong similarities, as do MERRA-2 and CFSR. ERA5, in the lower row, shows stronger similarities with MERRA-2 and CFSR than with ERA-Interim and JRA-55.
All five systems show relatively strong positive heating rates in the inner tropics near 300 hPa. The largest time-mean values at this level are located near 5 - 10° N and are associated with latent heating in the ITCZ, especially during NH summer (see also Fig. A8.4). Secondary maxima in the SH indicate the effects of seasonal migrations in the ITCZ averaged across longitudes (Fig. 8.20), particularly its zonal-mean position during SH summer (see also Fig. A8.4). The most pronounced difference among the reanalyses is the diabatic ‘chimney’ that extends upward across the 350 K isentropic surface (~190 hPa) in the zonal-mean distributions based on ERA-Interim and JRA-55 (Fig. 8.20). This feature is missing from the zonal-mean distributions based on MERRA-2, CFSR, and ERA5. The time-mean cooling at this level in the latter two systems is physically unreasonable in the sense that it implies a net downward mass flux across the 350 K isentropic surface that lacks a compensating return flow (diabatic heating rates at 350 K outside the subtropics are also negative in the time mean; not shown), and is also inconsistent with diabatic heating rates diagnosed from the thermodynamic equation (e.g., Fig. 8.33). CFSR does include seasonal chimneys of diabatic ascent across this layer (Fig. A8.4), as does ERA5 (not shown); however, MERRA-2 does not. Although both ERA-Interim and JRA-55 contain diabatic ‘chimney’ features within the tropical UT, the mechanisms behind this feature differ between the two reanalyses. Whereas the chimney in JRA-55 is primarily convective in origin (as discussed in the context of Fig. 8.26 below), it is aided considerably by radiative effects (especially cloud radiative effects) in ERA-Interim (see discussion of Figs. 8.23 and 8.24 below). Other important differences include the magnitude of heating within the TTL, which is much larger in ERA-Interim than in any other reanalysis, and the latitudinal structure of heating in the LS, which shows a pronounced ‘V’-shaped structure in ERA-Interim and JRA-55 that is much weaker in ERA5, MERRA-2, and CFSR.

There are evident improvements in the diabatic heating distributions between the earlier reanalyses JRA-25, MERRA, and NCEP-NCAR R1 and their more recent counterparts in the upper row of Figure 8.20. For example, a layer of spurious negative heating rates in the LS of JRA-25/JC-DAS has been eliminated in JRA-55, the negative heating rates centered at 200 hPa in MERRA are still present but less intense in MERRA-2, and several problematic features in NCEP-NCAR R1 have been eliminated in CFSR (see also discussion of diabatic heating in ERA-40 relative to ERA-Interim by Fueglistaler et al., 2009b). We focus mainly on the more recent reanalyses included in Figure 8.20 (ERA-Interim, ERA5, JRA-55, MERRA-2, and CFSR) in the following discussion.

### 8.4.2 Radiative heating

Radiative heating rates represent net convergence of energy in the form of radiation. These are often decomposed into separate terms due to LW and SW radiative transfer, as these parts of the spectrum are treated separately in the model physics (Chapter 2; Table 2.4; see also Fig. 2.2 and additional discussion in Chapter 2E).

---

**Figure 8.20**: Zonal mean total diabatic temperature tendencies ($Q/c_p$ in K day$^{-1}$; shading and gray contours) and potential temperature ($\theta$ in K; black contours) averaged over 1980-2010 for two generations of reanalyses from ECMWF (far left), JMA (center left), NASA GMAO (center right), and NOAA NCEP (far right). Updated from Wright and Fueglistaler (2013).
Some systems provide a further decomposition into all-sky and clear-sky radiative heating rates, which allows a deeper look at the influence of clouds in the diabatic heat budget.

One useful paradigm for understanding differences (and fluctuations) in the distribution of radiative heating is the Newtonian cooling approximation, which approximates radiative heating or cooling \(\frac{Q_{rad}}{c_p}\) as a constant relaxation rate \(\alpha\) times the difference between the actual temperature \(T\) and a radiative equilibrium temperature \(T_{eq}\):

\[
\frac{Q_{rad}}{c_p} \approx -\alpha \cdot (T - T_{eq})
\]  

(8.3).

This equation indicates that, all else remaining equal, an increase in temperature results in enhanced radiative cooling (or reduced radiative heating), while a decrease in temperature results in enhanced radiative heating (or reduced radiative cooling). It also indicates that radiative heating rates can change due to changes in the equilibrium temperature. This equilibrium temperature depends on the composition and thermodynamic structure of the atmosphere throughout the vertical column. For example, the radiative equilibrium temperature at the cold point tropopause may vary due to the presence or absence of clouds in the column below it, or due to differences in the types and/or characteristics of clouds when they are present. The radiative equilibrium temperature might also change due to variations in ozone or other radiatively active constituents. We use the Newtonian cooling approximation to examine potential causes of some key differences in radiative heating among the reanalyses.

**Zonal mean radiative heating**

Figure 8.21 shows zonal-mean time-mean distributions of total radiative heating and its LW and SW components based on ERA-Interim, JRA-55, MERRA-2, and CFSR. All four distributions show radiative heating in the lower stratosphere overlying radiative cooling in the upper troposphere, but with important differences in both the spatial distributions and the magnitudes of certain features.

Starting from lower altitudes and moving upward, we find that LW cooling in the upper troposphere is stronger in ERA-Interim than in MERRA-2, with ERA5, JRA-55 and CFSR falling between these two. This difference in LW cooling between ERA-Interim and MERRA-2 is exacerbated by differences in SW heating.

![Figure 8.21](image-url)
SW heating partially offsets LW cooling at these altitudes in all four reanalyses but is evidently stronger in MERRA-2 than in the others, particularly in the inner tropics below 200hPa. These differences can be explained to some extent by differences in composition: in particular, MERRA-2 has larger concentrations of water vapour in the tropical UT than ERA-Interim (Fig. 8.22). Larger concentrations of water vapour will tend to enhance SW absorption, and may also enhance LW absorption relative to emission (depending on conditions in the overlying column). However, the main reason behind these discrepancies is differences in cloud fields. MERRA-2 includes thicker and more extensive anvil clouds in the UT (Figs. 8.10, 8.12, and 8.13), which enhances SW absorption in the cloud layer, as well as LW absorption below the anvil layer and LW emission above. The latter (enhanced LW emission near the anvil layer top) produces the inner tropical maximum in LW cooling at 200hPa in MERRA-2, which is not seen in ERA-Interim and is much more pronounced than in JRA-55 or CFSR. This strong LW cooling centered at 200hPa is associated with enhanced LW emission from the tops of convective anvil clouds in the tropical UT. We discuss these cloud radiative effects in more detail in the following subsection.

Moving upward through the lower TTL we reach the LZRH, which separates net radiative cooling in the tropical UT from net radiative heating in the tropical LS. Differences in the LZRH are treated in more detail later in this Section. For now, we note only that the zero contour is distended downward toward the equator in ERA-Interim but upward in MERRA-2, while it is approximately isobaric in ERA5, JRA-55 and CFSR (Fig. 8.21). These differences again involve both LW and SW components. LW cooling in the tropical UT transitions more rapidly to LW heating with increasing height in ERA-Interim, in contrast to the strong LW cooling above anvil cloud tops in MERRA-2. Meanwhile, the tropical maximum in SW heating extends slightly higher in altitude in ERA-Interim than in MERRA-2, despite the larger SW heating rates below 200hPa in the latter.

Differences among the reanalyses remain substantial in the LS. The strongest radiative heating is found in ERA-Interim, followed in decreasing order by ERA5, JRA-55 and CFSR, while the weakest is found in MERRA-2. Both the magnitudes of diabatic heating and the vertical location of maximum heating rates within the LS have pronounced seasonal cycles that also differ among the reanalyses (Fig. A8.5). Several studies have reported that these differences have significant impacts on transport statistics and the rate of ascent in the tropical LS inferred from Lagrangian trajectory simulations (e.g., Tao et al., 2019; Abalos et al., 2015; Schoeberl et al., 2012; see also Sect. 8.5). These differences are contributed primarily by the LW component in the layer centered around the CPT. LW heating rates within this layer are strongest in ERA-Interim and weakest in MERRA-2, with JRA-55 and CFSR again falling in the middle. The origins of these differences appear to be more varied than those in the UT, although differences in cloud fields again play a role. Thicker and more extensive high cloud cover in MERRA-2 reduces the upwelling flux of LW radiation from the troposphere, which in turn lowers the radiative equilibrium temperature. Following the Newtonian cooling approximation outlined above, this reduced upwelling flux will reduce LW heating rates around the CPT, thus providing a plausible explanation for the relatively weak LW heating in MERRA-2 (which has the strongest LWCRE; Fig. 8.14) and the much stronger LW heating in JRA-55 (which has the weakest LWCRE). We return to this idea in the following Section. Considering again the Newtonian cooling approximation, differences in the local temperature may be influential. Among these four reanalyses, the ERA-Interim CPT is coldest by around 0.2–0.4 K on average (Fig. 8.5), consistent with stronger LW heating rates assuming similar radiative equilibrium temperatures (Fig. 8.21). Differences in composition, both at the level in question and elsewhere in the column, may also play a role in determining the radiative equilibrium temperature. For example, JRA-55 produces larger values of ozone mixing ratio within the tropical LS (Fig. 8.22; see also Chapter 4, Fig. 4.16) than do the other three reanalyses examined in this Section.

Figure 8.22: Mean vertical profiles of (a) ozone and (b) water vapour averaged within 10°S–10°N. In addition to analyzed ozone and water vapour from ERA5, ERA-Interim, JRA-55, MERRA-2, and CFSR averaged over 1980-2010, the prescribed ozone climatologies used in ERA5 (based on the MACC reanalysis climatology for 2003-2011), and ERA-Interim (Fortuin and Langematz, 1994) are included in (a) along with observational estimates of ozone volume mixing ratios from SHADOZ; and water vapour volume mixing ratios from Aura MLS and AIRS are included in (b). The thick grey line in (a) indicates the climatological mean ozone profile averaged from observations at 13 SHADOZ sites in the tropics between 1998 and 2005 (Fueglistaler and Fu, 2006; Thompson et al., 2003); thin grey lines indicate climatological mean profiles at individual SHADOZ sites.
Cloud effects on radiative heating

Among the reanalyses considered in this study, only the ECMWF and NASA GMAO systems provide vertically-resolved estimates of radiative heating under clear-sky conditions. Clear-sky radiative heating rates and cloud radiative effects based on ERA5, ERA-Interim and MERRA-2 are shown in Figure 8.23 (distributions for the earlier ERA-40 and MERRA reanalyses are similar to ERA-Interim and MERRA-2, respectively). Although the clear-sky radiative heating rates are more consistent between these reanalyses than the all-sky radiative heating rates shown in Figure 8.21, there remain some important differences. For example, the clear-sky LZRH is shifted upward in ERA-Interim relative to MERRA-2 (Fig. 8.23). Clear-sky radiative cooling in the upper troposphere and clear-sky radiative heating in the stratosphere are also enhanced in ERA-Interim relative to MERRA-2, with ERA5 intermediate between these two. In ERA-Interim, clouds cause radiative heating throughout the upper troposphere, with a maximum impact around 150 hPa, where cloud fraction is also at a maximum (Fig. 8.12). The distribution in ERA5 is qualitatively similar but shifted downward toward higher pressures, with the zero-line near 125-150 hPa. In MERRA-2, by contrast, clouds cause radiative heating in the lower part of the upper troposphere (200 - 300 hPa) but radiative cooling in the upper part (100 - 200 hPa) (Fig. 8.23). This dipole is centered on the anvil layer (Fig. 8.12), and indicates that clouds enhance absorption in the lower part of the anvil, where CWC is large, and enhance emission in the upper part of the anvil, where cloud fraction remains large but CWC declines sharply (Fig. 8.13). Clouds act to reduce radiative heating in the lower stratosphere (50 - 100 hPa) in all three reanalyses (Fig. 8.23). This can be understood as clouds reducing the upwelling LW flux from the troposphere, which in turn reduces the convergence of LW radiation in the lower stratosphere. As mentioned above, this effect is most pronounced in MERRA-2 (see also Tao et al., 2019).

To extend this analysis to include JRA-55 and CFSR, we construct composite mean profiles of radiative heating rates conditional on the four quartiles of LWCRE in each reanalysis. This is an adaptation of an approach employed previously by Zhang et al. (2017), who composited heating rates on quartiles of OLR rather than LWCRE (results are similar for both approaches; Wright et al., 2020). Figure 8.24 shows these composite profiles for the period 2001 - 2010, separated into total, LW, and SW radiative heating.

Among these five reanalyses, cloud effects on radiative heating rates are weakest in ERA-Interim through most of the tropical UTLS (except for the 100 - 200 hPa layer) and strongest in MERRA-2. The results for these two reanalyses are basically consistent with those based on Figure 8.23, with cloud impacts on radiative heating rates in MERRA-2 qualitatively opposite to those in ERA-Interim through much of the upper troposphere. The response in ERA-Interim is concentrated between 100 hPa and 200 hPa, where radiative heating rates are evidently enhanced by the presence of high clouds (Fig. 8.24). At lower altitudes in the upper troposphere (200 - 400 hPa), cloud-induced increases in SW heating are effectively balanced by cloud-induced increases in LW cooling in this reanalysis. ERA5, JRA-55 and CFSR show only weak cloud impacts on total radiative heating at pressures less than 175 hPa. This insensitivity of total radiative heating rates reflects a near-complete compensation between enhanced LW cooling and enhanced SW heating at these altitudes. Cloud-related perturbations in the LW and SW components extend upward to around 100 hPa in CFSR, but to only around 150 hPa in JRA-55. MERRA-2 produces the largest cloud impacts on radiative heating rates. Indeed, direct comparison of cloud radiative effects between MERRA and MERRA-2 (not shown) indicates that cloud radiative impacts in MERRA are further amplified in MERRA-2, consistent with an increase in tropical mean CWC in the upper troposphere between MERRA and MERRA-2 (Fig. 8.13f). The effects of high clouds in MERRA-2 are to reduce radiative heating rates in the 100 - 200 hPa layer (largely due to enhanced LW cooling, partially offset by enhanced SW heating), and increase radiative heating rates at pressures larger than 200 hPa (Fig. 8.24). The latter is the result of enhanced SW heating near the top of the anvil layer (200 - 250 hPa) and enhanced LW heating near the base of the anvil layer (300 - 350 hPa), again taking the MERRA-2 profile of tropical-mean CWC (Fig. 8.13f) as a guide.
Differences in the radiative impacts of clouds in the tropical upper troposphere can in turn translate into differences in transport through the tropical tropopause layer. One commonly-used metric in this regard is the LZRH, which marks the boundary between negative radiative heating rates (corresponding to net descent across isentropic surfaces) in the tropical troposphere and positive radiative heating rates (corresponding to net ascent) in the tropopause layer and lower stratosphere (Fig. 8.1; Folkins et al., 2002; Folkins et al., 1999). We identify this level by using linear interpolation of daily-mean gridded radiative heating rates in ln(p) to determine the zero crossing. We further require that radiative heating rates remain positive above the identified LZRH to at least the 70 hPa isobaric level. Figure 8.25 shows distributions of the LZRH based on each reanalysis.

Differences in the LZRH distributions are largest between ERA-Interim and MERRA-2. Neglecting the influence of clouds, the primary mode of the ERA-Interim LZRH distribution (~140 hPa) is shifted to slightly higher altitudes than that in MERRA-2 (~150 hPa). The altitudes of these primary modes reflect the vertical locations of the clear-sky LZRH in each system (Fig. 8.23). The more striking distinction between ERA-Interim and MERRA-2 concerns the impacts of clouds on the LZRH altitude (blue and red distributions in Fig. 8.25). Whereas clouds tend to lower the LZRH in ERA-Interim (to around 170–180 hPa on average), clouds significantly raise the LZRH in MERRA-2 (to around 110 hPa). This difference has important implications for the efficiency of mass and constituent transport from the convective detrainment level (200–300 hPa) into the tropical lower stratosphere (p < 100 hPa). In MERRA-2, the cloudy and clear-sky modes of the distribution are almost completely distinct, suggesting that transport regimes in the tropical upper troposphere are approximately binary in this model. By contrast, the breadth of the LZRH distribution based on ERA-Interim (and especially the breadth of the distribution associated with the largest values of LWCRE) indicates that ERA-Interim produces a broad spectrum of cloudy states (Fig. 8.25). This diagnostic thus helps to clarify the environmental conditions associated with the two very different tropical mean cloud water content profiles in Figure 8.13f, with the pronounced anvil layer in MERRA-2 in sharp contrast to the gradual decrease of cloud water content with height in ERA-Interim. Distributions of the LZRH location based on ERA5, JRA-55, and CFSR are more consistent with each other (Fig. 8.25). Each distribution has one major mode, although the LZRH tends to be shifted to a slightly higher altitude in CFSR (~135 hPa) than in ERA5 (~140 hPa) or JRA-55 (~150 hPa).
ERA5, JRA-55, and CFSR all indicate a slight upward shift toward lower pressures (by ~5 hPa) in the location of the LZRH for the largest values of LWCRE, much less than that indicated by MERRA-2 but still opposite in sign to that indicated by ERA-Interim.

Although cloud effects raise the LZRH in most of the reanalyses, results based on applying radiative transfer models to observed cloud distributions suggest that cloud effects should lower the LZRH (e.g., Yang et al., 2010; Fueglistaler and Fu, 2006; Corti et al., 2005). This disagreement appears to arise from a combination of the reanalyses locating the peak positive SW effect at lower altitudes and overestimating the negative LW effect relative to the observationally-based estimates (Fig. 8.24; cf., Yang et al., 2010, their Fig. 10). The lower vertical location of cloud-induced SW heating could indicate that the reanalyses underestimate the depth of convective anvil clouds. This is a known problem in MERRA-2 (A. Molod, personal communication), although it is not immediately evident from Figures 8.12 and 8.13 whether similar issues affect the other reanalyses and to what extent. An overestimated LW effect could result from systematic underrepresentation of thin cirrus and their radiative effects within the TTL (e.g., Corti et al., 2005), especially as we represent cloud effects here in terms of the relative magnitude of the LWCRE.

### 8.4.3 Non-radiative heating

Through most of the troposphere, non-radiative heating is dominated by latent heating associated with precipitation. These effects remain important within the lower part of the UTLS, but approach zero around and above the tropopause. Figure 8.26 shows the residual (non-radiative) component of the total temperature tendencies from ERA-Interim, JRA-55, MERRA-2, and CFSR. The two peaks in tropical heating corresponding to the zonal mean locations of the ITCZ during solstice seasons (near 5 °S and between 5 °N and 10 °N) are again readily identifiable. The major discrepancies concern the depth of the heating, which are broadly consistent with the vertical distributions of cloud fields in these reanalyses (Figs. 8.12-8.13). The depth of strong residual heating is shallowest in MERRA-2 (Fig. 8.26), consistent with the extensive anvil layer at relatively low altitudes in this reanalysis (Figs. 8.12-8.13). Heating is also relatively shallow in ERAS, for which the anvil layer is only slightly deeper than that in MERRA-2, and extends progressively deeper in CFSR, ERA-Interim, and JRA-55, consistent with the greater heights associated with convective anvils in these systems.

**Figure 8.25:** Histograms of daily-mean gridded LZRH locations in the pressure vertical coordinate within the inner tropics (10 °S-10 °N) during 2001-2010. Light grey shading indicates distributions for all daily-mean gridded samples. Colored shading in each column indicates distributions for the upper quartile of LWCRE (corresponding to Q4 in Fig. 8.24) based on the corresponding reanalysis dataset (see Fig. 8.15). Adapted from Wright et al. (2020).

**Figure 8.26:** Zonal-mean time-mean residual (non-radiative) temperature tendencies [in K day⁻¹] from ERA5, ERA-Interim, JRA-55, MERRA-2, and CFSR over 1980-2010. The residual terms are calculated as total heating rates (Fig. 8.20) minus radiative heating rates (Fig. 8.21), and include moist physics, parameterized turbulence, and any other physics that are implemented in ways that can directly affect the heat budget (e.g., gravity wave drag). Updated from Wright and Fueglistaler (2013).
Together with cloud radiative effects, differences in these terms are an important contributor to differences in total diabatic heating in the lower TTL (Fig. 8.20): shallower latent heating coupled with enhanced cloud-top LW cooling creates the diabatic ‘transport barrier’ that emerges in MERRA-2 and, to a lesser extent, ERA5 and CFSR (see also discussion of MERRA by Wright and Fueglistaler, 2013).

Figure 8.27 shows zonal-mean time-mean temperature tendencies from parameterized mixing in ERA-Interim, JRA-55, MERRA-2, and CFSR (Chapter 2, Table 2.8; see also Fig. 2.4 and further discussion in Chapter 2E). Although ERA5 and ERA-Interim do not directly provide separate moist physics and vertical mixing terms, it is possible to infer turbulent mixing due to shear-flow instability from offline calculations (Flannaghan and Fueglistaler, 2011). This inferred heating due to turbulent mixing in ERA-Interim is larger than the heating due to parameterized mixing in the other reanalyses, with stronger cooling between 10hPa and 50hPa and stronger warming between 200hPa and 100hPa. However, it remains about an order of magnitude smaller than the radiative terms through most of this vertical range, and the residual term (Fig. 8.26) is evidently dominated by contributions from moist physics rather than parameterized mixing in the UT. We have not performed this calculation for ERA5.

The dipole patterns seen in ERA-Interim, CFSR, and (to a lesser extent) JRA-55 imply mixing of the upper stratosphere with the lower troposphere in the inner tropics. This mixing has pronounced zonal asymmetries, and often shows a maximum above the tropical Indian Ocean (see Fig. 8.60; and also Fig. A8.10). The pattern in CFSR is similar to that in ERA-Interim, but weaker in amplitude. The qualitative similarity between these two reanalyses likely arises because both models use modified versions of the LTG (Louis et al., 1982; Louis, 1979) vertical diffusion scheme in the free atmosphere. The difference in magnitude likely relates to how the mixing coefficient is specified in the upper troposphere. This coefficient has been reported to be unrealistically large above the boundary layer in ERA-Interim (Bechtold et al., 2008), while that in CFSR was reformulated specifically to mitigate extremely strong turbulent mixing at upper levels in NCEP-NCAR R1 (Wright and Fueglistaler, 2013; Saha et al., 2010) The pattern in JRA-55 is substantially different, with cooling at the tropopause and weak warming above, coupled with warming in the subtropical LS in both hemispheres. Heating rates due to parameterized mixing in MERRA-2 are several orders of magnitude smaller than those in the other three reanalyses, as diffusion coefficients in MERRA-2 are very small above the atmospheric boundary layer (Chapter 2, Table 2.8).

8.4.4 Key findings and recommendations

Key findings

- There are large differences among reanalysis diabatic heating products within the TTL, which are known to influence transport statistics and rates of ascent in trajectory simulations of cross-tropopause transport in this region. Differences among reanalysis diabatic heating rates in the tropical UTLS are not limited to any one component: longwave, shortwave, and non-radiative components all show substantial discrepancies. (Section 8.4)

- Differences in radiative heating rates primarily trace back to the differences in cloud fields, but there are important discrepancies in clear-sky radiative heating as well. In many cases, these discrepancies can be explained by systematic differences in composition and temperature structure. (Section 8.4.2)

Figure 8.27: Zonal-mean time-mean temperature tendencies due to parameterized turbulence, Qmix [in K day⁻¹], in ERA-Interim, JRA-55, MERRA-2, and CFSR. The tendency terms for JRA-55, MERRA-2, and CFSR are averaged over 1980 - 2010 from archived data. (There was no turbulence term available for ERA5.) The tendency term for ERA-Interim is not archived by ECMWF and has been estimated from an offline calculation (Flannaghan and Fueglistaler, 2011) of 6-hourly analysis temperatures and winds using the revised Louis scheme as detailed in the ECMWF IFS documentation, part IV. The ERA-Interim result is averaged over 2001 - 2010; results are not sensitive to the chosen period and can be taken as representative.
• Discrepancies in heating due to parameterized turbulent mixing are very poorly constrained. These terms may be influential near the tropopause, especially when radiative heating rates are small, though they are typically several orders of magnitude smaller than other terms in the diabatic heat budget. (Section 8.4.3)

Key recommendations

• Given large differences in reanalysis diabatic heating products and related metrics within the tropical UTLS, researchers using these fields to drive or nudge model simulations of this region should use multiple reanalyses whenever possible. (Section 8.4)

8.5 Transport

Transport through the TTL controls the entrainment of stratospheric air into the stratosphere (Highwood and Hoskins, 1998). As discussed in Section 8.4, the TTL encompasses the level of zero radiative heating, which marks the transition from negative to positive heating rates and creates a barrier for the large-scale transport into the stratosphere (Folkins et al., 1999). Above the LZRH, vertical motion balances the radiative heating according to thermal balance and air is slowly ascending (Section 8.5.3). The lower TTL is penetrated by deep convection which becomes increasingly rare with altitude (Liu and Zipser, 2005), while the vertical motion outside of convective towers is weak. Quantifying transport paths across the TTL for a better understanding of the chemical composition of air entering the stratosphere is often done based on CTMs and Lagrangian models driven by meteorological reanalyses. Studies have focused on the stratospheric dehydration point (Bonazza and Haynes, 2004; Fueglistaler et al., 2004) and the residence time of air through the TTL (Krüger et al., 2009). Sections 8.5.1 and 8.5.2 analyze how these two quantities are represented in the different reanalysis data sets.

8.5.1 Dehydration point distribution

It has been known since Brewer’s seminal work on stratospheric circulation that tropical tropopause temperature is the key driver of stratospheric water vapor (H$_2$O) concentration (Brewer, 1949). As parcels approach and pass through the cold point tropopause, condensation occurs, thereby regulating the parcel’s H$_2$O concentration to local saturation levels (e.g., Holton and Gettelman, 2001; Fueglistaler et al., 2009a). The dehydration process thus primarily depends on the air parcel temperature history.

The details of the transport and dehydration process can be understood by performing Lagrangian trajectory simulations, which track the temperature history of a large number of individual air parcels. The approach applied here is based on a forward trajectory model, following the details described in Schoeberl and Dessler (2011), with trajectories calculated using the Bowman trajectory code (Bowman et al., 2013; Bowman, 1993). In the forward trajectory mode, the number of trajectories that contribute to dehydration events in a particular geographic region depend on the circulation and temperature structures of the respective reanalysis. We conduct diabatic Lagrangian runs in isentropic coordinates. The parcel initiation level is chosen to be the 370 K isentrope, which is generally above the level of zero radiative heating in the tropics but below the tropical tropopause (~375 - 380 K; see Fig. 8.1). In the TTL, water vapor is conserved along the trajectories except when saturation occurs. Water vapor excess is instantaneously removed from the parcel to keep the relative humidity with respect to ice from exceeding 100%. Along each trajectory, we define the point with the lowest temperature and minimum saturation mixing ratio as the final dehydration point (FDP). The FDP determines the final H$_2$O mixing ratio of each trajectory as it enters the stratosphere and is equivalent to the Lagrangian cold point. Details of the trajectory model, the setup of the simulations and the FDP calculations are given in Wang et al. (2015) and Schoeberl et al. (2013). The trajectory model is driven by meteorological reanalyses on model levels, except for CFSR where, due to availability at the time, the model was driven by data on pressure levels.

The distribution of FDP temperatures and frequencies derived from trajectory simulations driven by modern reanalyses for 2007 - 2010 are shown in Figure 8.28. The Lagrangian cold point temperatures (black and white contour lines) show strong deviations, with ERA-Interim having the lowest and MERRA the highest dehydration temperatures among the model level data sets. Trajectories driven by CFSR data on pressure levels show unrealistically warm cold points consistent with the Eulerian cold point comparison (Section 8.2). Despite different background temperatures for the different reanalysis data, the dehydration patterns given by their frequency distribution agree quite well. The strongest dehydration occurs over the tropical western Pacific, South America, and Africa, where frequent deep convection leads to a cooling above, which results in a higher and colder tropopause. The Asian monsoon during summertime is another important dehydration center (see Sections 8.8 and 8.8.6).

Figure 8.29 shows the evolution of the FDP distribution as a function of latitude. The largest occurrence frequencies migrate northward from boreal winter to summer, with the most intense dehydration occurring during the NH winter season when the tropopause is coldest. However, different reanalyses demonstrate different seasonal changes in FDP frequencies. These differences are caused by the combined effects of differences in the circulation and differences in the background temperatures. For example, the run driven by ERA-Interim shows less dehydration events between May and August than JRA-55.
Figure 8.28: Distribution of annual mean final dehydration points (FDPs) derived from trajectory model simulations driven by different reanalyses for 2007 - 2010. For convenience of intercomparing the different reanalyses with largely varying total FDP events, we show the percentiles of the FDP event distribution. Temperatures associated with final dehydration are shown as black contours at 1 K intervals, with the 189K isotherm highlighted in white.

Figure 8.29: Like Figure 8.28 but for the seasonal cycle of final dehydration points (FDPs).
8.5.2 TTL residence time

One of the advantages of trajectory modeling is that it retains the history of each individual parcel. For an upward moving parcel released at a fixed isentropic surface, we can examine the time the parcel takes to ascend to a specified higher isentropic level for the first time. We refer to this as the residence time (τ) of that parcel in the layer between the two isentropic levels. Based on the trajectory runs described in Section 8.5.1, we calculate the residence times for air mass transport between 370 K and 450 K according to the five reanalyses. The mean profile of residence time quantifies the speed of the upwelling branch of the Brewer-Dobson Circulation (Chapter 5). Note, however, that atmospheric mixing is not taken into account in the trajectory calculations presented here, which can impact the total transport velocity and the water vapour tape recorder upwelling.

Figure 8.30a shows the residence time averaged over the tropics (30°N-S) starting from the 370 K level for 2005-2010. Only 23-25 days are required for newly-initiated parcels to ascend across the tropopause (~380 K). One exception is ERA-Interim, which has larger heating rates in the TTL (Wright and Fueglistaler, 2013; Wang et al., 2014; Section 8.4) and thus relatively rapid parcel ascent (only 19 days) across the tropopause. Within the TTL, parcels stay for ~3 months or longer when using the MERRA, MERRA-2, or CFSR circulations, whereas parcels only stay for ~2 months when using the ERA-Interim or JRA-55 circulations. Below the 370 K potential temperature level, MERRA-2 diabatic heating rates are often negative and cannot be used to drive tropical upwelling simulations (see also Section 8.4). Overall, the vertical range and seasonality for residence time based on different reanalyses is in qualitative agreement with previous studies on residence time (Ploeger et al., 2010; Krüger et al., 2009) and trace gas seasonality in the TTL (Ploeger et al., 2012). The residence time shows a seasonal dependence (Fig. 8.30b), with parcels ascending faster (slower) during boreal winter-spring (summer-fall), thus resulting in shorter (longer) residence times. Deviations of the seasonal cycle are most pronounced around the cold point tropopause, where the amplitude of the seasonal cycle based on JRA-55 is more than twice as large as that based on CFSR.

Figure 8.31 shows horizontal distributions of the 370 K-380 K residence time from different trajectory runs during the boreal winter and summer seasons averaged over 2005-2010. All trajectory runs show the tropical Western Pacific and the Asian monsoon as two distinct centers of strong ascent during boreal winter and summer, respectively. Differences in residence time depend on the magnitudes of total diabatic heating rates among the different reanalyses, with broad agreement that heating rates from ERA-Interim are the largest overall among these five reanalyses (see Section 8.4). Apart from the overall differences, the spatial distribution of the residence times also varies among the reanalyses.

Figure 8.30: Tropical (30°N-30°S) a) annual mean and b) seasonal mean residence times derived from trajectories driven by modern reanalyses in the upper TTL. All residence times are for transport from the 370 K initiation level to the specified isentropic surface.

Figure 8.31: Regional differences of residence time at 380 K (started from 370 K), driven by modern reanalyses during DJF (first row) and JJA (second row) of 2005-2010.
One of the most apparent differences is that ERA-Interim shows a much weaker equator-to-subtropics gradient in residence time during JJA than any other reanalysis considered here.

Generally, all runs produce clear annual cycles of residence time as shown in Figure 8.30b, although the details differ. Figure 8.32 compares interannual anomalies derived by subtracting the annual cycle of tropical residence times at 380 K and 420 K during 1980 - 2015. Examined in anomaly space, all runs yield similar interannual variability of residence time, mostly characterized by short-term fluctuations with no apparent long-term changes. This is consistent with the study by Krüger et al. (2009), who found a significant anticorrelation of TTL residence time with planetary wave driving in the extratropical lower stratosphere. Larger fluctuations are evident in the run driven by CFSR, which has distinct maxima in some years. These maxima probably result from artefacts of the stream transitions which started on 1 January in 1987, 1995, and 2010 and on 1 April in 1999 and 2005. Sudden drops in the CFSR heating rates in the lower stratosphere (~83 hPa) occur in 1987, 1990, 1995, 1999, 2005, and 2010, consistent with the signal in the residence time shown here. While cold point temperature anomalies show step like improvements in inter-reanalysis agreement around 1998 - 1999 and 2006, the same is not true for the residence time. This result demonstrates that vertical transport driven by diabatic heating rates is less impacted by changes in the assimilated observational data sets. Note, however that this conclusion is limited to the TTL (substantial discontinuities in heating rates appear at higher altitudes around the TOVS-ATOVS transition; see, e.g., Abalos et al., 2015) and does not mean that heating rates should be considered reliable in this region. Indeed, heating rates in the TTL based on different atmospheric reanalyses show substantial disagreements in both climatology (Section 8.4; see also Wright and Fueglistaler, 2013) and trends (e.g., Linz et al., 2019).
8.5.3 TTL tropical upwelling

The residual mean upwelling in the Brewer-Dobson Circulation leads to adiabatic cooling in the tropics (see Chapter 5). Adiabatic cooling then leads in turn to radiatively-driven diabatic heating that pulls temperatures back toward radiative equilibrium. In principle, we expect in the TTL an approximate balance between diabatic heating and adiabatic cooling in the climatological mean. Near the bottom of the TTL, latent heating may contribute to diabatic heating, while clouds may impact the radiation budget up to the cold point (see also Sect. 8.4).

Figure 8.33 compares diabatic and adiabatic contributions to the temperature budget in the TTL for the climatological zonal mean in order to investigate if they balance each other out as expected. Here, the diabatic component represents the total heating rate diagnosed using the zonal-mean thermodynamic equation as described by Martineau et al. (2018). The term represents the sum of the time rate of change, meridional advection, vertical advection, meridional eddy, and vertical eddy terms. The adiabatic cooling represents the vertical advection tendency due to the residual mean vertical velocity ($w^*$) and is obtained as minus $w^*$ times the vertical temperature gradient.

The overall structure and magnitudes of heating and cooling patterns between the deep tropics and the subtropics confirm the approximate balance mentioned above. The strongest adiabatic cooling / diabatic heating arises near the top of deep convection embedded in the ITCZ (between 5°-10°N and 300-250 hPa). There are also signatures of the double peak in tropical upwelling in the lowermost stratosphere with maxima in adiabatic cooling near 15°N/S (Ming et al., 2016). ERA-Interim and JRA-55 show similar double peak structures in the diabatic heating fields, which are weaker and shifted to slightly higher altitudes in MERRA-2 and CFSR. Moreover, MERRA-2 shows diabatic cooling at 200 hPa. This feature is less pronounced than in diabatic heating rates based on parameterized physics (Fig. 8.20), but it is neither balanced by adiabatic warming in this region nor present in the other reanalyses. This indicates that other contributions to the heat budget are important in this region in MERRA-2.

Data assimilation plays a key role in the difference between the physical temperature tendencies shown in Figure 8.20 and the diagnosed heating rates shown in Figure 8.33. However, for MERRA-2 in the tropics, the influence of data assimilation is on average negative below 200 hPa and positive above 200 hPa (Fig. A8.6, Appendix A), leaving temperature tendencies at the 200 hPa level largely unaffected.

Overall, both adiabatic and diabatic tendencies are more consistent in the lower stratosphere than in the upper troposphere. Figure 8.34 further shows that this consistency is not present among older reanalyses (cf., the dashed lines showing a large range of adiabatic cooling values in the lower stratosphere). Amongst the more recent products, MERRA-2 consistently shows the smallest tendencies. JRA-55’s AMIP version roughly agrees with JRA-55, although it shows somewhat smaller values throughout the profile. ERA-20C is also consistently biased towards smaller values compared to ERA-Interim.

8.5.4 Key findings and recommendations

Key findings

- Lagrangian transport studies demonstrate large differences in reanalysis temperatures at the dehydration point, however, the data sets agree on the spatial distribution of dehydration locations. Given warm biases at the Eulerian cold point tropopause, Lagrangian dehydration points can be expected to be up to 1 K too warm. (Section 8.5.1)

- Diabatic vertical ascent appears to be faster in ERA-Interim, which produces a TTL residence time (between 370 K and 400 K) of ~2 months, in contrast to residence times of ~3 months or longer based on MERRA, MERRA-2, or CFSR. Despite the large differences in absolute values, all reanalysis data sets produce roughly similar distributions, seasonal cycles, and interannual variations of TTL residence time. (Section 8.5.2)

Key recommendations

- Lagrangian studies above 370 K (120 hPa), based on diabatic trajectories show more realistic tropical ascent rates when based on MERRA-2 or CFSR. Below 370 K (120 hPa), however, diabatic heating rates in these two data sets imply time-mean descent and therefore require careful treatment of convective detrainment source terms. (Section 8.5; see also 8.4 and 8.8)
Figure 8.35: Longitude-latitude sections of the climatological temperature anomaly at 100 hPa during (left) June - August and (right) December - February 1979 - 2005, derived from (top to bottom) MERRA, 20CR v2, NCEP-NCAR R1, NCEP-DOE R2, CFSR, ERA-40, ERA-Interim, JRA-25, JRA-55, and JRA-55AMIP reanalysis datasets. The anomaly is calculated from the tropical mean value (10°S - 10°N) in each season. Values of the minimum temperature anomaly and the minimum HSI-1 are shown in the legend of each panel. Observed climatological OLR is also shown as white contours (for 180, 200, and 220 W m⁻²).
8.6 Wave activity

Tropical convective activity has unique horizontal patterns in different seasons and sub-seasonal variability, resulting in variabilities in tropical tropopause temperature at these spatio-temporal scales through equatorial wave dynamics. These variabilities strongly influence transport and dehydration in the TTL. In this section, we discuss tropical 100 hPa wave activity at seasonal and sub-seasonal time scales in temperature and winds in multiple reanalyses. (See Chapter 9 for equatorial wave activities at higher altitudes.)

8.6.1 Horseshoe-shaped structure at the 100 hPa temperature

Low temperatures at 100hPa generally occur over the equator in the eastern hemisphere and extend northwestward and southwestward to form a horseshoe-shaped structure (e.g., Highwood and Hoskins, 1998). This structure resembles a theoretical stationary wave response known as the Matsuno-Gill pattern (Gill 1980; Matsuno, 1966), which is a superposition of the Rossby and Kelvin wave responses to tropical convective heating. The magnitude of the 100hPa temperature anomalies is different among reanalyses, although the climatological anomaly patterns have common features, including the horseshoe-shaped structure (e.g., Fujiwara et al., 2012).

Figure 8.35 shows the horizontal distributions of the temperature anomalies at 100hPa in JJA and in DJF from 10 reanalysis datasets. The values for each season are climatological averages over 27 years (1979-2005). Active convective regions based on NOAA OLR data are also shown. In JJA, off-equatorial strong heating in the Asian monsoon region in combination with equatorial heating around the maritime continent results in a horseshoe-shaped structure in the 100hPa temperature, which is equatorially asymmetric. In DJF, equatorial heating around the maritime continent and western Pacific results in a dominant Kelvin wave response. Note that in individual months and years the Rossby wave response can be observed as well causing the horseshoe-shaped signal during these time periods (e.g., Fig. 1 of Nishimoto and Shiotani, 2012). Negative temperature anomalies show larger magnitude in MERRA, 20CR v2, NCEP-NCAR R1, NCEP-DOE R2, and CFSR than in ERA-40, ERA-Interim, JRA-25, JRA-55, and JRA-55AMIP, in both seasons. In addition, positive temperature anomalies located around 60°E in the northern summer, which are surrounded by the negative anomalies, have larger amplitudes in MERRA, 20CR v2, and CFSR.

In order to investigate the longitudinal and seasonal variations of the horseshoe shaped temperature structure in a more quantitative way, Nishimoto and Shiotani (2012) defined the index (HSI-1) from two preliminary indices, which represent the Rossby and Kelvin wave responses.
As representation of the Rossby response, the index HSI-R is defined as the meridional curvature of the 100 hPa temperature at the equator as a function of longitude $x$ and time $t$:

$$\text{HSI-R}(x, t) = \frac{T_N(x, t) + T_S(x, t)}{2} - T_{E}t(x, t)$$ (8.4),

where $T_{E}$ denotes the temperature at the equator, and $T_N$ and $T_S$ are the temperatures averaged over $10^\circ \text{N} - 15^\circ \text{N}$ and $10^\circ \text{S} - 15^\circ \text{S}$, respectively. If low temperatures occur in the $10^\circ - 15^\circ$ latitude bins as the Rossby response, the HSI-R index becomes negative. As a representation of the Kelvin response, the index HSI-K is defined as the zonal gradient of the 100 hPa temperature along the equator:

$$\text{HSI-K}(x, t) = T_{E}t(x + \Delta x/2, t) - T_{E}t(x - \Delta x/2, t)$$ (8.5),

where a differentiation length $\Delta x$ is set at $20^\circ$ longitude. When the temperature structure represents the Kelvin response, the HSI-K index becomes negative.

As the HSI-R and HSI-K values change accordingly with a positive correlation in response to heating generated by convection, the index HSI-1 is defined by using the first component of the empirical orthogonal function analysis of HSI-R and HSI-K values:

$$\text{HSI-1}(x, t) = a \times \text{HSI-K}(x + a, t) + b \times \text{HSI-R}(x, t)$$ (8.6).

In the horseshoe-shaped structure, negative values of HSI-K are located slightly to the east of the negative values of HSI-R in agreement with the Matsuno-Gill pattern, so that we set the longitudinal phase lag of HSI-K relative to HSI-R at $a = +15^\circ$. The coefficients $a = 0.504$ and $b = 0.864$ are derived from the monthly mean composite data of MERRA, ERA-Interim, JRA-55, and CFSR. In this section, we apply the HSI-1 index to 9 reanalyses and compare the results quantitatively.

Longitud-time sections of climatological monthly HSI-1 values and climatological monthly NOAA/OLR (as a proxy for convective activity) values averaged over $15^\circ \text{S} - 20^\circ \text{N}$ are provided in Figure 8.36. The seasonal variation is almost identical among the reanalyses, and negative HSI-1 values exist in the eastern hemisphere with peaks in the northern and southern summer seasons. During NH summer, the negative HSI-1 values extend from $40^\circ \text{E} - 150^\circ \text{E}$ in every reanalysis and the peak is located between $60^\circ \text{E} - 100^\circ \text{E}$ in July or August. The amplitude of the negative HSI-1 values is very large in MERRA, 20CR v2, and CFSR corresponding to the large positive temperature anomalies located around $60^\circ \text{E}$ as shown in Figure 8.35. During SH summer, the negative values extend over $60^\circ \text{E} - 150^\circ \text{E}$ in MERRA, 20CR v2, NCEP-NCAR R1, NCEP-DOE R2, and CFSR, whereas those in ERA-40, ERA-Interim, JRA-25, JRA-55, and JRA-55AMIP extend narrower in longitude ($80^\circ \text{E} - 150^\circ \text{E}$).

As Nishimoto and Shiotani (2012) showed based on monthly mean ERA40 data, the seasonal cycle of negative HSI-1 values is significantly related to that observed in convective activities over three monsoon regions: the South Asian Summer Monsoon and the North Pacific monsoon areas during the northern summer and the Australian monsoon area during the southern summer. This relationship is expected theoretically because the Matsuno-Gill pattern is the response from tropical heating including off-equatorial heating within the tropics (Gill, 1980). The correlation coefficient between the climatological monthly HSI-1 values averaged over $40^\circ \text{E} - 150^\circ \text{E}$ and the OLR values averaged over $60^\circ \text{E} - 180^\circ \text{E}$ is larger than 0.8 for every reanalysis dataset and statistically significant.

Figure 8.37 shows a scatter plot of the climatological HSI-1 value averaged over $60^\circ \text{E} - 120^\circ \text{E}$ and the climatological temperature anomaly averaged over $10^\circ \text{S} - 10^\circ \text{N}$ and $90^\circ \text{E} - 180^\circ \text{E}$ among various datasets. Among the reanalysis datasets, a positive relationship is found between the climatological HSI-1 value and the climatological temperature anomaly. The HSI-1 value ranges from -1.3 to -0.6 while the temperature anomaly ranges from -1.6K to -0.7K. The datasets can be divided into two groups depending on whether the HSI-1 value is smaller or larger than -1.0. The former group with the smaller HSI-1 values includes MERRA (a), 20CR v2 (b), and the NCEP series (c1-c3) of reanalysis, while the latter group includes the ECMWF (d1-d2) and JRA series (e1-e2) of reanalyses. These results suggest that the strength of the horseshoe-shaped structure, which controls the magnitude of cold temperature anomaly, is dependent on the inherent dynamical model or assimilation system used in reanalysis.

### 8.6.2 Equatorial waves

Significant sub-seasonal variability is found in temperature, horizontal winds, and other parameters in the TTL (Fueglistalter et al., 2009a). This is due to various types of equatorial waves, intraseasonal oscillations/the Madden-Julian Oscillation (MJO) (Madden and Julian, 1994), and other disturbances that are primarily generated by tropical organized convection (e.g., Kiladis et al., 2009). Previous case studies have investigated the roles of equatorial Kelvin waves in the TTL for large temperature changes, ozone transport, dehydration, turbulence generation, and cirrus variations (see, e.g., Fujiwara et al., 2012 and the references therein).
In this Section, we discuss the wave activity at the 100 hPa level using various reanalysis data sets. The data used are sub-daily (3-hourly for MERRA and MERRA-2; 6-hourly for the other reanalyses). Characteristics of equatorial waves for different stratospheric levels can also be found in Section 9.3 and Kim et al. (2019) using the same method as described here.

The method of obtaining the wave activity is based on the zonal wavenumber–frequency \((k \cdot \omega)\) spectral analysis with equatorially symmetric and antisymmetric decomposition with a background spectrum estimation. The power spectral densities (PSDs) of the symmetric and antisymmetric components of variables (e.g., for temperature, \(T = [T(\lambda, \varphi, t) + T(\lambda, -\varphi, t)]/2\) and \(T_a = [T(\lambda, \varphi, t) - T(\lambda, -\varphi, t)]/2\), respectively) are calculated as a function of \(k\) and \(\omega\) for each month, after applying a 90-day window centered on the month (see Kim et al., 2019, for further details). The PSDs are then averaged over 15°N-15°S. The background spectra of the symmetric and antisymmetric components each are obtained following Fujiwara et al. (2012), by iterating 1-2-1 running average 23 times along the zonal wavenumbers and 7 times along the frequencies. The PSDs are presented in the variance-preserving form with log-scale axes, i.e.,

\[
PSD(k, \omega) = |F(k, \omega)|^2 \omega^{z(k)} (\Delta k \Delta \omega),
\]

where \(F\) is the Fourier coefficient of the symmetric or antisymmetric component windowed, and the spectral intervals \(\Delta k\) and \(\Delta \omega\) are 1 and 1/90 cyc day\(^{-1}\), respectively.

**Figure 8.38** shows the PSDs of 100 hPa temperature averaged over 1981-2010, obtained using ERA-Interim, MERRA, MERRA-2, CFSR, JRA-55, and JRA-55C. The symmetric and antisymmetric spectra are shown for \(k > 0\) and \(k < 0\), respectively. In the symmetric PSDs, the spectra from the six reanalyses have a similar shape: the primary peak is at \(k = 2\) and \(\omega = 0.09 - 0.1\) cyc day\(^{-1}\), and a large portion of the PSD around this peak appears between the dispersion curves of Kelvin waves for the vertical wavelengths of 2.5, 5, and 10 km assuming windless background states (black solid) in (a) and those of mixed Rossby-gravity waves for 2, 4, and 8 km (black dotted) in (b). The ratios to the symmetric and antisymmetric background spectra are also indicated in (a) and (b), respectively, for the values of 1.1, 1.5, and 2 (white solid). The symmetric and antisymmetric spectra are shown only for positive and negative zonal wavenumbers, respectively. (Modified after Kim et al., 2019; see also Fig. 9.30). The PSD appears around the dispersion curves of mixed Rossby-gravity (MRG) waves for \(L_z = 2 - 8\) km, with a peak at \(k = 5\) and \(\omega = 0.17 - 0.18\) cyc day\(^{-1}\). The PSD values in MERRA-2 are largest in most spectral regions among the reanalyses. A significant portion of the PSD is also distributed in low-frequence ranges (\(\omega < 0.1\) cyc day\(^{-1}\)). This can be due to the westerly background wind in the western hemisphere where the dispersion curves might shift to low-frequency ranges. Consistent to this, the low-frequency wave activity is concentrated on the western hemisphere (Fig. S2 of Kim et al., 2019). It can also be attributed to the co-existence of free Rossby modes (e.g., Fujiwara et al., 2012; Madden, 2007).

**Figure 8.39** shows the wave activity (see Fujiwara et al. (2012), for the definition of the wave activity) obtained using 100 hPa datasets from the six reanalyses (left six columns). In addition, the wave activity calculated at the native model levels and interpolated to 100 hPa is also shown (rightmost four columns). In comparison of the model-level results, it is found that the ERA-Interim presents the largest Kelvin and MRG wave activity for temperature and vertical-wind components.
On the other hand, the zonal-wind component of the wave activity is largest in MERRA-2. JRA-55 presents a moderate amount of the wave activity. The wave activity in JRA-55C is smaller than that in JRA-55, as expected, because of absence of the satellite data assimilation. The difference between the two is roughly 15 - 20%. The wave activity calculated using the 100 hPa datasets is always smaller than that using the model-level datasets, by approximately 20 - 30 % for ERA-Interim, JRA-55, and JRA-55C. The underestimation is much less for MERRA-2 (and also MERRA, not shown) because they have a model level that is very close to 100 hPa (see Appendix of Chapter 2).

Fujiwara et al. (2012) made a similar spectral analysis using seven reanalysis data sets (NCEP-1, NCEP-2, ERA40, ERA-Interim, JRA-25, MERRA, and CFSR) for temperature and horizontal winds at 100 hPa for the period of 1990 - 2000. Their results for ERA-Interim, MERRA, and CFSR are mostly consistent with the ones shown in Figures 8.38 and 8.39. The older-generation reanalyses that are not included in Figures 8.38 and 8.39 show generally lower wave activity. The increase in the wave activity in recent reanalyses could result from many factors including the increase in assimilated data sets and advance of assimilation schemes as well as model vertical resolutions of the reanalyses. Recent numerical modeling studies have reported that representation of the equatorial Kelvin and MRG waves is highly sensitive to the vertical resolution of models (e.g., Richter et al., 2014).

It was reported that the difference in the Kelvin wave variance at 100 hPa between JRA-55 and JRA-55C is persistently larger after the late 1990s than before (Kim et al., 2019, Fig. 7), indicating a change in the contribution of satellite data to the reanalysis representation of Kelvin waves. Given the timing, it is attributed to the TOVS–ATOVS transition from 1998 (see Chapter 2, Section 2.4). While the introduction of new observational instruments generally improves the quality of reanalyses, it may require users of reanalyses to be cautious when they utilize the data for study on long-term variations. For example, the temperature variance of 100 hPa Kelvin waves exhibits a long-term trend from the mid-1990s to 2010 commonly in ERA-Interim, MERRA, MERRA-2, CFSR, and JRA-55, but such a trend is not clear in JRA-55C (Kim et al., 2019). The different result between JRA-55C and JRA-55 manifests an artifact in the trend estimate via the transition of the satellite instruments.

8.6.3 Key findings

- Temperature anomaly patterns at 100 hPa have common features in all reanalyses, including characteristic horseshoe-shaped structures that resemble the stationary wave response to tropical heating. The strength of this structure differs among the reanalyses depending on the aspects of the dynamical model and/or assimilation system. Seasonal variations in the horseshoe-shaped temperature structure are almost identical among reanalyses, with a well-established horseshoe-shaped pattern during northern summer. (Section 8.6.1)

- The spectral shapes of low-frequency equatorial waves at 100 hPa are similar among the reanalyses, but their spectral magnitudes differ. Equatorial wave activity tends to be larger in ERA-Interim than in other reanalyses for most variables analyzed. JRA-55C exhibits significantly weaker wave activity than JRA-55 for both Kelvin and mixed Rossby-gravity waves, emphasizing the impact of assimilating satellite observations. (Section 8.6.2)

8.7 Width of the TTL

This Section focuses on the changes of the width of the TTL, whereas Chapter 7 includes basic evaluations of the subtropical jets and tropopause breaks. Multidiagnostic intercomparisons for changes of the tropical belt have been carried out before based on various reanalyses (see Davis and Rosenlof, 2012).
The tropical belt has generally been defined as the region straddling the equator that encompasses both the upwelling and subsiding branches of the Hadley cells (e.g., Birner et al. 2014). A number of studies have identified evidence that the latitudinal extent of the tropical belt and other features of Earth’s atmospheric circulation have expanded poleward over the last several decades (e.g., Lucas et al., 2014 and Seidel et al., 2008). This phenomenon has often been referred to as tropical widening.

The Hadley cell and subtropical jet both provide the physical underpinning for defining a tropical edge latitude. In practice, however, there have been numerous definitions of the tropical edges based on atmospheric phenomena that are assumed to be tied to the Hadley cell or subtropical jet, such as the subtropical break in the height of the tropopause (e.g., Davis and Rosenlof, 2012). These disparate definitions of the tropical belt edges have been at least part of the reason that tropical widening estimates span such a large range of values, from statistically insignificant and near zero, to several degrees latitude per decade of highly statistically significant poleward movement.

Using climate model simulations and reanalyses, several recent studies have documented the degree to which tropical edge metrics are temporally correlated with one another (Waugh et al., 2018; Davis and Birner, 2017; Solomon et al., 2016). These studies have identified a subset of metrics that are directly correlated with the Hadley cell extent, and another subset of metrics uncorrelated or only weakly correlated with the Hadley cell extent. The latter subset, which includes the subtropical jet (STJ) and tropopause break (TPB) metrics (Fig. 8.40), is analyzed in this chapter since these metrics are a more direct measure of the edges of the TTL.

For both types of metrics, we analyze methodologies based on instantaneous longitudinally resolved and zonal-mean annual-mean fields. The instantaneous methodology for the STJ comes from Manney and Hegglin (2018) (Section 8.7.1), while the zonal-mean STJ methodology is from Davis and Birner (2017) (Section 8.7.3). For the tropopause break, we use the instantaneous analysis from Martin et al. (2019) (Section 8.7.2), and the zonal-mean methodology from (Adam et al., 2018) (Section 8.7.3).

8.7.1 Zonally-resolved subtropical jet diagnostic

The locations and characteristics of the upper tropospheric jet and tropopause are determined using the JETPAC (Jet and Tropopause Products for Analysis and Characterization) package, as described by Manney et al. (2011, 2014, 2017) and Manney and Hegglin (2018). The subtropical jet, latitude, and frequency, among other diagnostics, are presented in Chapter 7, “ExUTLS”. An upper tropospheric jet is identified wherever there is a wind speed maximum greater than 40 m s\(^{-1}\). The boundaries of the jet region are the points surrounding that maximum with wind speed below 30 m s\(^{-1}\). When more than one maximum above 40 m/s appears within a given 30 m s\(^{-1}\) contour, they are defined as separate cores if the latitude distance between them is greater than 15 degrees or the decrease in wind speed between them is greater than 25 m s\(^{-1}\). Since the human eye excels at this sort of pattern recognition, these parameters were tuned to approximate the choices made by visual inspection.

The lapse rate tropopause is defined using the WMO definition (Section 8.2; a review of issues related to definition of the thermal tropopause is given by Homayer et al., 2010). As in Manney and Hegglin (2018), the subtropical jet is defined as the most equatorward westerly jet for which the WMO tropopause altitude at the equatorward edge of the jet is greater than 13.0 km and that tropopause altitude drops by at least 2.0 km from the equatorward to the poleward side of the jet. This definition identifies the jet across which the “tropopause break” occurs.
A jet intercomparison with respect to the tropical circulation is presented in Manney et al. (2017). The authors compared upper tropospheric jets (as well as multiple tropopauses and subvortex jets) in MERRA-2 with those in MERRA, ERA-Interim, JRA-55, and CFSR. Their results show (their Figure 7) stronger Walker circulation westerlies in DJF downstream of the Australian Monsoon, and stronger easterlies associated with that monsoon. Likewise, in JJA, the jets bounding the South Asian Summer Monsoon (SASM), particularly the tropical easterly jet, are stronger / more persistent in MERRA-2 and MERRA than in the other reanalyses studied. The Asian monsoon easterlies peak at a lower altitude in CFSR than in the other reanalyses studied (their Figure 8). Overall, Manney et al. (2017) emphasized that not only the vertical grid spacing, but also differences in the location of the model levels, are important in the reanalyses’ representation of jets, including the jets associated with tropical circulations.

Jet latitudes and corresponding latitude shifts are examined based on JETPAC products for the time period 1980-2014 in Manney and Hegglin (2018). Their analysis is based on identification of individual jets, thus separating the subtropical and polar jets, and highlights the large regional and seasonal variation in trends in jet location. Therefore, the results sometimes reveal different trends in tropical width than have been shown using zonal or annual mean diagnostics or diagnostics that do not clearly separate the subtropical and polar jets (Manney and Hegglin, 2018). A brief summary of the results for subtropical jet latitudes, which are used as a measure of tropical width, is given below.

![Figure 8.41: Bar charts of global subtropical jet latitude and NH/SH subtropical jet separation as a function of month, season, and annual, showing five reanalyses. The bars show the slopes of the linear fits and the error bars (centered about the top of the bars) the 1-sigma uncertainty in those slopes. Note that, in this and similar figures, absolute value of latitude is used, so positive slopes (bars extending upward from the zero line) indicate a poleward shift in both hemispheres. Triangles indicate cases where the permutation analysis shows the slope to be significant at the 95 % confidence level. Adapted from Manney and Hegglin (2018). ©American Meteorological Society. Used with permission.](image1)

![Figure 8.42: As in Fig. 8.41, but as a function of longitude during DJF. Adapted from Manney and Hegglin (2018). ©American Meteorological Society. Used with permission.](image2)
Subtropical jet latitude changes are shown in Figure 8.41 including the slopes, and ±1-σ uncertainties from each reanalysis for all months and seasons and annually. Annually, and during some seasons (DJF and MAM) and months (e.g., January to March in both hemispheres) the reanalyses do not agree on the sign of the latitude change over 1980 through 2014. Robust (and sometimes significant) latitude increases are seen in June through October in both hemispheres, and robust NH latitude decreases in November and December. While the sign of these changes agrees among the reanalyses, the magnitude varies strongly.

Longitudinal variations of the jet latitude changes are shown in Figure 8.42 with DJF from Figure 8.41 broken down into 20° longitude regions. Robust positive shifts are seen in the NH over Europe and Asia, in the region where a strong, nearly zonal subtropical jet dominates the flow (e.g., Manney et al., 2014). Negative shifts are seen in the eastern Pacific in both hemispheres, and over South America and the western Atlantic in the SH, but the magnitude of the SH shifts varies greatly between the reanalyses, and CFSR shows positive shifts in part of this region. These changes thus result in inconsistent changes in tropical width in DJF, except for clear tropical narrowing over the eastern Pacific.

Regions and seasons that show robust changes in tropical width are summarized in Figure 8.43, where boxes are filled only if the trends of all four reanalyses agree in sign and the individual reanalysis’s trend is greater than the 1-σ uncertainty. As discussed by Manney and Hegglín (2018), the most robust changes are where all reanalyses agree on the sign of the trend, the slope is greater in magnitude than the 1-σ uncertainty, and the permutation analysis shows significance at the 95% confidence level. Such robust changes in tropical width are seen only in a few regions and seasons: robust tropical widening occurs in JJA over Africa and parts of Asia, and in SON over the western Pacific; robust tropical narrowing occurs in DJF over the eastern Pacific and in MAM over the Atlantic and western Africa. Because these jet-based diagnostics cannot be compared with observations, the agreement among the reanalyses was used as a key factor in assessing the robustness of trends.

8.7.2 Zonally-resolved tropopause break diagnostic

The so-called tropopause break (i.e., the sharp discontinuity in tropopause altitude between the tropics and extratropics) is used as an instantaneous metric for the northern and southern edges of the tropics. To identify tropopause break latitudes, lapse-rate (WMO) tropopause altitudes are computed at each analysis time using model-level temperature and geopotential height fields from each reanalysis. Following tropopause calculation, frequency distributions of tropopause altitudes are computed for each hemisphere to enable identification of the frequency minimum between the high-altitude tropical mode and the low-altitude extratropical mode. The tropopause height corresponding to the frequency minimum in each hemisphere is then used as a threshold for global contouring, which provides the instantaneous latitude of the tropopause break as a function of longitude. Additional detail on this process can be found in Martin et al. (2020).

Tropopause break latitudes from 1981-2015 are used for trend analysis. In order to examine regional variations in the width of the tropics, the trends are computed every 1 degree in longitude. Figure 8.44 presents 35-year mean tropopause break locations and their long-term trends from four modern reanalyses: ERA-Interim, JRA-55, CFSR, and MERRA-2. The thick portions of the trend lines are significant at the 3-sigma level. Tropopause break locations are largely consistent amongst the reanalyses, with the largest differences found over the ocean basins. Apart from CFSR, trends in the reanalysis show consistent longitudinal variability, with large and significant narrowing trends over the Pacific Ocean basin in each hemisphere. Weaker significant widening trends are found in
In the SH, trends point to weak narrowing outside of the Pacific, but with less consistency amongst the reanalyses. CFSR largely disagrees with the remaining three reanalyses, showing significant widening throughout much of both hemispheres.

8.7.3 Zonal mean subtropical jet and tropopause break diagnostics

The zonal-mean subtropical jet metric is defined as the latitude of maximum upper-tropospheric zonal-mean zonal wind with the zonal-mean surface zonal wind removed in each hemisphere (Davis and Birner, 2017). Here, the upper-tropospheric wind is defined as the 100 hPa to 400 hPa average zonal-mean zonal wind, while the surface wind is defined as the 1000 hPa zonal-mean zonal wind. In many cases, the subtropical and mid-latitude eddy-driven jets are difficult to distinguish in the raw zonal-mean zonal wind field. However, the two jets can be easily distinguished by considering their fundamentally different vertical structures. While the eddy-driven jet is highly barotropic, the subtropical jet is highly baroclinic. Removing the zonal-mean surface zonal wind from the upper-tropospheric zonal-mean zonal wind therefore results in an unambiguous zonal wind maximum in the subtropics characteristic of the subtropical jet. The zonal-mean tropopause break metric is defined as the latitude of the maximum meridional gradient in zonal-mean tropopause height in each hemisphere (Adam et al., 2018), analogous to the zonally-resolved tropopause break metric. For the zonal-mean metric, the tropopause is calculated by applying the standard WMO definition of the tropopause to zonal-mean temperature and geopotential height.

Examination of the times series of the TTL edge latitudes from 1980–2010 (Fig. 8.45) reveals a clear differentiation between the zonal-mean subtropical jet and tropopause break metrics. The jet latitudes are generally equatorward of the tropopause break latitudes, especially in the SH. There is overall better agreement among the reanalyses on the jet latitudes than on the tropopause break latitudes. Interestingly, the spread of NH zonal-mean subtropical jet and SH tropopause break latitudes is greater than the spread for each hemispheres.

Figure 8.44: Mean tropopause break latitudes for 1981–2015 (top) and 35-year latitude trends (bottom) from four modern reanalyses (MERRA-2, JRA-55, ERA-Interim, and CFSR) as a function of longitude within the Northern Hemisphere (left) and Southern Hemisphere (right). Thin segments of the trend lines represent insignificant values, while thick segments represent trends that are significant at the 3-σ level. Adapted from Martin et al. (2020) “©American Meteorological Society. Used with permission.”

Figure 8.45: Time series of the TTL edge latitudes based on the zonal-mean (left column) subtropical jet latitudes and (right column) tropopause break latitudes in the (top row) Northern and (bottom row) Southern Hemispheres.
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As might be expected given the good agreement of the zonal-mean subtropical jet latitudes among the reanalyses, their trends are consistent in both hemispheres (Fig. 8.46). The trends range from 0.1° to 0.3° poleward/decade in both hemispheres, but no reanalysis exhibits a statistically significant trend at the 95% level. On the other hand, there is a relatively large degree of variation among the zonal-mean tropopause break latitude trends (Fig. 8.46). MERRA-2 and JRA-55 show significant expansion in both hemispheres, with poleward expansion of approximately 0.8 deg/decade in the SH. The trends in CFSR and ERA-Interim are lower by comparison.

There are some noteworthy differences between these zonal-mean metric trends and the zonal-mean of the zonally-resolved metric trends. The zonally-resolved subtropical jet trends are generally weaker, but like the zonal-mean jet trends are also not significant. On the other hand, the zonally-resolved tropopause break trends tend to have the opposite sign as their zonal-mean counterparts in all reanalyses except CFSR (statistically significant equatorward instead of poleward shifts). CFSR is the only reanalysis to exhibit consistent trends between its zonal-mean and zonally-resolved tropopause break trends.

The differences in the trends in the TTL edge latitudes as measured by the zonally-resolved and zonal-mean metrics warrant further investigation. One reason why trends in the subtropical jet latitudes may be more consistent could be that the zonal wind field is smoothly-varying. Therefore, the zonal-mean of the jet latitudes and their trends should be expected to be representative of the latitude of the zonal-mean jet and its trend. The tropopause break and the tropopause itself are discontinuities, which may be one reason why the trends in the zonal-mean and zonally-resolved metrics disagree.

8.7.4 Key findings and recommendations

Key findings

- Metrics of the width of the TTL based on the zonally-resolved subtropical jet and tropopause break show robust changes in only a few regions and seasons. Both metrics are in agreement on a narrowing of the TTL over the East Pacific and a widening of the TTL over Africa and parts of Asia. Trends in zonal-mean annual-mean values show little agreement among the reanalyses, with significant TTL widening found only for the CFSR tropopause break metric. (Sections 8.7.1 and 8.7.2)

- The zonal-mean subtropical jet and tropopause break diagnostics suggest stronger trends in the width of the TTL than their zonally-resolved counterparts. While the subtropical jet trends are not significant, the tropopause break trends show significant widening in both MERRA-2 and JRA-55. The zonal-mean and zonally-resolved subtropical jet diagnostics are more consistent than the tropopause break diagnostics, possibly related to smoother variations in the zonal wind field relative to the tropopause break. (Section 8.7.3)

Key recommendations

- Metrics of tropical width based on the subtropical jet or tropopause break are only weakly correlated with the measures of tropical width that are most closely related to changes in surface climate. Questions concerning which aspects of the climate system are measured by a given metric need to be assessed before these metrics are applied. (Section 8.7)

- When applying metrics of tropical width based on the subtropical jet or tropopause break, it is recommended to use multiple reanalyses and to be aware of the caveat that the zonal-mean diagnostics suggest stronger trends than their zonally-resolved counterparts. (Section 8.7)

8.8 South Asian summer monsoon

Each year, during boreal summer, a strong anticyclonic circulation system emerges in the UTLS over South Asia. This so-called South Asian Summer Monsoon (SASM) anticyclone is a large-scale circulation system (Mason and...
Anderson, 1963) characterised by strong dynamic variability (e.g., Hsu and Plumb, 2000; Popovic and Plumb, 2001). Associated with the anticyclone, enhanced abundances of tropospheric trace gases (e.g., CO, H$_2$O) are present in the UTLS over the SASM region (e.g., Santer et al., 2017; Randel and Park, 2006; Li et al., 2005). However, the contribution of the SASM anticyclone to stratospheric air masses – as discussed by Dethof et al. (1999) and Randel et al. (2010), among others – remains a current research topic (e.g., Ploeger et al., 2017; Garny and Randel, 2016; Pan et al., 2016). A recent study by von Hobe et al. (2021) concludes that the interplay of deep convection and subsequent radiatively driven ascent leads to effective transport of air masses from the Asian troposphere into the stratosphere.

Given the importance of SASM anticyclone variability to the distribution of trace gases in the SASM UTLS (e.g., Ploeger et al., 2015; Garny and Randel, 2013; Yan et al., 2011), we discuss the climatological properties and variability of the SASM and its anticyclone as represented by atmospheric reanalysis systems in the following.

### 8.8.1 Anticyclone: Climatology and Variability

As a first analysis of the SASM anticyclone, we show the mean geopotential height at 100 hPa during June-July-August (JJA) 1981-2010 in Figure 8.47. The corresponding climatological ridgelines, which mark the position of the minimum absolute zonal wind speeds at each longitude in the SASM region (cf., Zhang et al., 2002), are included as green dashed lines in each panel. All reanalyses indicate that the ridgeline is located at roughly 30°N in the SASM region. The absolute values of 100 hPa geopotential height in the SASM region are similar in ERA-Interim, MERRA-2-ASM, MERRA-ASM, JRA-55, and JRA-25. Relative to these reanalyses, mean 100 hPa geopotential heights are slightly lower in CFSR and slightly higher in NCEP-R1 and NCEP-R2 (by ~20-40 m). Accordingly, the extent of the...
SASM anticyclone is largest in NCEP-R1 and NCEP-R2 when a fixed geopotential height threshold of 16.72 km (grey dashed contour) is used to determine its boundary. Nevertheless, despite small differences, all reanalyses generally agree on the climatological mean position of the SASM anticyclone core. These results are in agreement with the findings of Nützel et al. (2016).

Location of the SASM anticyclone centre

It has been suggested that the center of the SASM anticyclone exhibits positional bimodality, characterized by enhanced probabilities for the anticyclone to be centred either over the Iranian Plateau (IP) at 55–65° E or over the Tibetan Plateau at 82.5–92.5° E (Zhang et al., 2002). The movement of the SASM anticyclone centre is of special interest as the chemical composition of the UTLS in the SASM region is linked to it (e.g., Yan et al. 2011). Here, we present frequency distributions of SASM anticyclone centre locations at 100 hPa as derived from eight reanalyses data sets. The analysis and corresponding interpretation are mainly based on results published by Nützel et al. (2016); additional details are provided therein.

Following Zhang et al. (2002), we identify the centre of the SASM anticyclone at 100 hPa by determining the maximum geopotential height along the ridge line (defined by the minimum absolute zonal wind at each longitude; see green lines in Figs. 8.47 and 8.48) within the SASM region (here defined as 15–45°N, 30–140°E). The two-dimensional distribution of the anticyclone centre based on daily data from ERA-Interim during JJA 1981–2010 is shown as colour shading in Figure 8.48. The red bars along the bottom depict the marginal probability distribution of the SASM anticyclone centre with respect to longitude (see caption for further details).

Frequency distributions for the longitudinal location of the SASM anticyclone centre based on daily JJA data from eight reanalyses during the period 1981–2010 are shown in Figure 8.49. Clear bimodality (i.e., a distinct double peak) is only present in NCEP-NCAR R1. Moreover, the updates introduced between NCEP-NCAR R1 and NCEP-DOE R2 (Kanamitsu et al., 2002) lead to pronounced differences in the distribution of SASM anticyclone centre locations between these two reanalyses. However, NCEP-NCAR R1 and NCEP-DOE R2 agree in producing no-table peaks over the IP. The greatest agreement with respect to SASM anticyclone centre distributions is found among CFSR, ERA-Interim, and JRA-55, three relatively

![Figure 8.48: Colour shading indicates the two-dimensional frequency of occurrence of the SASM anticyclone centre at 100 hPa from daily values based on ERA-Interim data for June to August 1981–2010 (2.5 x 2.5 bins; note the non-linear colour scale). The box marked by the grey dashed line indicates the range of the data that are used to diagnose the centre. Black contours show the long-term seasonal (JJA, 1981–2010) mean of the geopotential height (contour levels starting at 16.72 km and a spacing of 15 m) and the green line shows the long-term mean location of the ridgeline (zero zonal wind) at 100 hPa. Red bars indicate the one-dimensional PDF (bins of 2.5°) of the daily location of the ASM centre over the June–August period 1981–2010 with 2° corresponding to 1% (analysis analogue to Fig. 1b by Nützel et al., 2016).](image)

![Figure 8.49: Probability density function (% deg⁻¹) of the SASM anticyclone centre location for daily data during JJA 1981–2010 at 100 hPa for eight reanalysis data sets at 2.5° x 2.5° resolution. Daily data has been obtained by averaging 6 hourly data.](image)

![Figure 8.50: Probability density functions (% deg⁻¹) of SASM anticyclone centre locations on the 100 hPa isobaric surface based on daily data from MERRA-ANA and MERRA-ASM during JJA 1981–2010 at 2.5° x 2.5° resolution. Daily data were obtained by averaging 6-hourly data. MERRA-ASM data, which are available at 3-hourly resolution, were subsampled to the 6-hourly resolution of the MERRA-ANA data.](image)
recent reanalyses with horizontal model grid spacings finer than 1° (cf. Fig. 5 and related text in Nützel et al., 2016). Manney et al. (2021) also discuss bimodality and show no evidence for it (especially positional as opposed to shape-related) in any of the “modern” reanalyses used in the “SASM anticyclone moments analysis” section below.

As discussed in Section 2.3.1, MERRA and MERRA-2 each provide two data assimilation products,
respectively referred to as ANA (a standard 3D-FGAT analysis state) and ASM (in which analysis increments are applied gradually via IAU; Bloom et al., 1996). The distributions of SASM anticyclone centre locations for MERRA and MERRA-2 above are based on the corresponding ASM data sets, as these are expected to have a greater degree of physical consistency among all variables (see Discussion in Section 2.3.1; see also technical note at https://gmao.gsfc.nasa.gov/reanalysis/MERRA-2/docs/ANAvsASM.pdf). The ANA products, by contrast, are expected to be in better agreement with observations at the analysis time. In the following we examine differences between the ASM and ANA products for MERRA and MERRA-2.

The distribution of SASM anticyclone centre locations based on MERRA-ANA is evidently different from that based on MERRA-ASM, as the maximum density near 57.5° E in MERRA-ASM is split into two maxima located at 50° E and 62.5° E in MERRA-ANA (Fig. 8.50). This difference highlights the importance of the assimilation technique on the distribution of the SASM anticyclone centre. Moreover, while analysing MERRA-2-ANA in the monsoon region in more detail, we found enhanced geopotential height values consistently located along the steep orography of the Himalaya Mountains. This is an artefact of the MERRA-2-ANA data set on pressure levels that was introduced during the conversion from model levels to pressure levels (personal communication by Krzysztof Wargan, GMAO). Consequently, we do not show the distribution of SASM anticyclone centre locations for MERRA-2-ANA in this figure here.

Overall, these results suggest that the bimodality of the SASM anticyclone centre location on short time scales (days) as identified in previous studies is mainly a peculiarity of NCEP-NCAR R1. The presented sensitivity of the SASM anticyclone centre in the reanalyses may impact previous findings (e.g., with respect to locations and trace gas distributions) that have been obtained by using older reanalyses in particular NCEP-NCAR R1 (see also Nützel et al., 2016 for further discussion).

SASM anticyclone tropopause

Analysing the tropopause characteristics over the SASM region (Fig. 8.51) reveals that the CPT temperature has its minimum (~ 192 K) over the Indian Subcontinent, Bay of Bengal, and the Indochina Peninsula, where convection is most active. In contrast, the maximum CPT height of ~ 18 km is found along the northern flank of the SASM anticyclone near 75° E. Differences between the reanalyses ERA-Interim, JRA-55, MERRA-2, and CFSR and GNSS-RO observations reveal systematically higher CPT temperatures (0.1 - 1 K) and lower CPT heights (0.2 km) in all four reanalyses compared to GNSS-RO observations, in accordance with results presented in Section 8.2. Different spatial patterns are evident in the CPT height anomaly fields, with JRA-55 having the largest difference (more than 0.2 km) and MERRA-2 the smallest difference (less than 0.1 km) relative to GNSS-RO.

SASM anticyclone moments analysis

A moments analysis (e.g., Matthewman et al., 2009), as well as determination of area and edge characteristics, has been done for the SASM anticyclone as defined by
Montgomery Streamfunction (MSF; Montgomery, 1937) on the 350, 370, 390, and 410 K isentropic surfaces, for MERRA-2, MERRA, ERA-Interim, JRA-55, and CFSR. As discussed by Santee et al. (2017), MSF is a streamfunction on isentropic surfaces analogous to geopotential height on isobaric surfaces, and the values used to define the boundary of the SASM at each isentropic level (given by Santee et al., 2017) were determined by examination of their relationship to wind speeds in order to approximate the region where trace gases are relatively confined. We assess the climatology and variability of the SASM anticyclone by analyzing the moments and related diagnostics, including centroid location, angle, aspect ratio, excess kurtosis, area, and edge locations and characteristics. The analysis includes climatology, interannual variability and trends, relationships between diagnostics, onset and decay dates, relationships to upper tropospheric jet streams, and relationships of SASM changes to natural modes of variability such as ENSO. A paper has been submitted on this material (Manney et al., 2021), with some example figures presented below. The results are consistent with those illustrated below when time series for MERRA-2, ERA-Interim, and JRA-55 are extended through 2018.

Figure 8.52 gives a climatological (1979 through 2015) overview of the monthly and seasonal (JJA) SASM anticyclone edge and centroid locations based on MSF on the isentropic surfaces listed above. MERRA and MERRA-2 show larger SASM anticyclones than the other reanalyses, with most of the difference being on the equatorward boundary in the region of monsoon easterlies. The differences amongst analyses are largest at 350 K and decrease for each higher level. These differences appear to be consistent with the stronger monsoon easterlies in MERRA and MERRA-2 found by Manney et al. (2017). The mean centroid locations are generally very close in all reanalyses, though these locations are shifted to slightly lower latitudes in MERRA and MERRA-2 in some cases. More discussion on the possible cause of this can be found in Section 8.8.3.

Figure 8.53 shows climatological time series of the SASM centroid location and area at 370 K. The centroid locations usually agree quite well among the reanalyses (as do higher-order moments shown by Manney et al., 2021). Substantially larger areas are seen in MERRA and MERRA-2 than in the other reanalyses, with CFSR/CFSv2 and ERA-Interim showing the smallest areas. At this level, MERRA, MERRA-2 and JRA-55 have slightly lower centroid latitudes than ERA-Interim and CFSR, consistent with Figure 8.52.

Figure 8.54 shows climatological seasonal frequency distributions of the centroid location and area at 370 K. The most striking difference among the reanalyses is larger areas for MERRA and MERRA-2 than in the other reanalyses. The slightly lower centroid latitudes in MERRA, MERRA-2, and JRA-55 are again apparent. Consistent with Figure 8.52, the differences are larger at 350 K and smaller at the higher levels (Manney et al., 2021).

Figure 8.55 shows time series and trends of the JJA mean SASM anticyclone areas for 1979 through 2015. In addition to...
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The overall larger areas seen for MERRA and MERRA-2 in the previous figures, those reanalyses also show stronger trends in the SASM anticyclone area than the other reanalyses. An increasing trend is seen in all of the reanalyses, but these trends are only marginally significant (according to permutation analysis using 100,000 re-samplings). ERA-Interim typically shows the weakest trends. Similar patterns are seen at the other levels, with area being the only diagnostic that consistently exhibits significant trends (that is, the higher order moments shown by Manney et al., 2021, generally do not show robust trends).

Figure 8.55: Time series (top) and trend (bottom) of JJA-mean SASM area at 370K during 1979–2015. Top: Dashed lines show linear fits; calculations are based on ordinary least squares with permutation analysis. Bottom: Bars show the slopes of the linear fits (top figure), colored according to the key at the top when fits are significant at the 90% confidence level.

Figure 8.56 shows the start and end dates of the SASM defined as the first and last periods with an SASM anticyclone area greater than 1% of a hemisphere for at least 20 consecutive days on the corresponding isentropic level. The duration (end minus start date) of the SASM season is also shown. Consistent with the larger SASM anticyclone areas in MERRA and MERRA-2, these reanalyses show earlier start dates, and longer durations than the other reanalyses, with the largest differences at 350K. Interannual variability in these diagnostics is generally consistent among the reanalyses, except at 350 K, where MERRA and MERRA-2 show some unique fluctuations (e.g., around 2000 to 2006 in both start dates and durations).

8.8.2 Vertical velocity

Climatologically, upward motion prevails in the UT on the eastern side of the SASM, whereas downward motion prevails on the western side (Pan et al., 2016; their Fig. 10a and references therein). Here, we analyse differences amongst reanalysis vertical velocity products in the UT during the SASM. Vertical velocities in this Section are expressed in the pressure vertical coordinate ($\omega$; Section 8.4) and are computed from the analysed horizontal winds via the continuity equation. The four recent reanalyses agree well on the overall trends...
spatial pattern, with rising motion along the eastern flank and sinking motion along the western flank of the SASM anticyclone on the 100 hPa isobaric surface (Fig. 8.57). There are some regional differences, however, such as over the western coast of India (where all reanalyses indicate rising air except for MERRA-2) and above the Bay of Bengal (where the reanalyses indicate different spatial distributions and lateral gradients of vertical motion). Vertical velocities at 100 hPa are noticeably noisier in CFSR than in the other reanalyses, which may be due to the relatively fine horizontal resolution and topography effects in CFSR.

Intercomparison of $\omega$ within the SASM region (Fig. 8.58) reveals fewer differences among the modern reanalyses in contrast to heating rates (Section 8.8.3, Fig. 8.59). It follows that more consistent results can be expected

Figure 8.57: Omega (Pa s$^{-1}$, shading) at 100 hPa for the SASM region (ERA-I, JRA-55, MERRA-2, CFSR) during June-August 1980-2010.

Figure 8.58: Zonal and meridional mean omega (Pa s$^{-1}$, shading) and potential temperature (K, contours) during JJA 1980-2010 within the SASM region. Zonal means are calculated over 0-180° E; area-weighted meridional means over 0-40° N.
on average when using $\omega$ from different reanalyses to drive chemical transport models (often referred to as the kinematic approach) in this region than when using diabatic heating rates (the diabatic approach). However, it should be noted that kinematic transport calculations tend to be noisier than diabatic transport calculations for the stratosphere, TTL, and the SASM anticyclone (Garny and Randel, 2016; Krüger et al., 2008; Schoeberl et al., 2003); thus, we may still expect a large spread between results based on kinematic and diabatic simulations that use products from the same reanalysis (e.g., Bergman et al., 2013; Ploeger et al., 2010). Recent results suggest that the latter is much improved in ERA5, with greater consistency between the diabatic and kinematic approaches relative to ERA-Interim (Legras and Bucci, 2020; Hoffman et al., 2019).

### 8.8.3 Diabatic heating

Figure 8.59 illustrates the diabatic heating distribution within the UTLS above the SASM region. Here, diabatic heating corresponds to the total diabatic heating as introduced in Section 8.3, and includes radiative transfer, moist physics, and other parameterized processes that affect the temperature budget. Please also see the footnote on diabatic heating rates in reanalyses in Section 12.1.3. Large differences exist among the four modern reanalyses. Perhaps the most striking difference concerns the location and magnitude of positive heating rates within the zonal-mean diabatic ‘chimney’, which connects the convective detrainment zone in the UT to dynamical ascent balanced by radiative heating in the LS. The maximum values in this chimney are located near 10°-15°N in ERA-Interim, but are more widespread and shifted progressively further northward in JRA-55 and CFSR. The local maximum in heating at 200 hPa is also shifted northward in MERRA-2 (~20°N) relative to ERA-Interim (~11°N); however, the diabatic chimney is completely missing in the MERRA-2 time mean above this level. The layer of time-mean diabatic cooling that overlays the convective core of the monsoon in MERRA-2 is related to cloud radiative effects (cf., Figs. A8.7 and A8.8), as discussed also for the full tropical domain in Section 8.4. Cloud radiative effects enhance heating at 250 hPa, especially around 20°N; however, LW cooling above deep convective clouds coupled with shallower convective heating (see also Fig. A8.9) inhibit diabatic ascent above this level. This inhibition has also been shown to affect kinematic ascent based on pressure vertical velocities in the earlier MERRA reanalysis (Bergman et al., 2013).

Not only do the diabatic heating biases in MERRA-2 restrict vertical transport between the convective detrainment layer and the LS, but they also result in an evident deformation of the SASM upper tropospheric high (as indicated here by differences in the potential temperature contours in Fig. 8.59). Relative to ERA-Interim, MERRA-2 shows greater heating between 250 hPa and 300 hPa, including a secondary centre near 30°N, as well as greater
cooling between 150 hPa and 200 hPa south of 10°N. These differences bend the 350 K isentropic surface downward toward larger pressures between about 15-30°N and upward toward smaller pressures south of about 12°N. Together with the nearly isobaric nature of model levels at these altitudes (see Chapter 2, Appendix A), this deformation may help explain why the SASM anticyclone based on isentropic MSF is relatively distinctive in MERRA-2 (Fig. 8.52), while the SASM anticyclone based on isobaric geopotential height is quite consistent between MERRA-2 and other reanalyses (Fig. 8.47).

Other differences in the vertical distributions of diabatic heating within the SASM region include the existence of a secondary maximum in diabatic heating of more than 1.5 K day\(^{-1}\) in ERA-Interim at the 150 hPa pressure level. This feature, which is not reproduced by the other reanalyses shown in Figure 8.59, is related mainly to cloud radiative effects and latent heating associated with cloud formation in the lower TTL in ERA-Interim (as discussed for the entire tropical domain in Sect. 8.4; see also Figs. A8.7 - A8.9). In addition to the local maximum at this level in the latitudinal distribution (10°-15°N), similar features are evident in the longitudinal distribution around 80°-90°E (Bay of Bengal) and between 120°-150°E (western North Pacific).

Centres of convective heating are also evident at 300 hPa in ERA-Interim over these two regions. All of the reanalyses reproduce these two centres of convective heating, but with substantial differences in the depth of the heating (deepest in JRA-55; shallowest in MERRA-2) and some differences in the precise east–west location, especially for the centre over the Bay of Bengal (furthest east in ERA-Interim; furthest west in MERRA-2).

To further explore these differences, Figure 8.60 shows maps of diabatic heating rates on the 350 K (left) and 380 K (right) isentropic surfaces, together with distributions of OLR (right) and the LWCRE (left) at the nominal TOA. At 350 K, positive heating rates within the broader Asian monsoon region (comprising the South Asian, East Asian, and western North Pacific monsoons) are centred more toward the tropics in ERA-Interim. The distribution is shifted northward in JRA-55, with enhancements relative to ERA-Interim over the South China Sea, Southeast Asia, and the south slope of the Himalayas, but weaker heating south of about 10°N. The northward shift relative to ERA-Interim is even more pronounced in MERRA-2 and CFSR, which show larger and more organized heating rates over China (suggesting that effects of the East Asian monsoon rain band extend to higher
The area of strong positive heating rates over the SASM is bounded to the north and west by relatively strong negative heating rates at 350 K. Despite some differences in magnitude and the precise distribution, cooling to the north of the SASM is broadly similar among the reanalyses. That to the west is less consistent. ERA-Interim and JRA-55 both show relatively strong cooling over the southern portion of the Arabian Peninsula. This centre is displaced to the north and east in CFSR and MERRA-2, and is particularly weak in the latter.

At 380 K, the reanalyses all show zonally-elongated bands of positive diabatic heating rates centred near 20°N. This band is roughly collocated with the tropical easterly jet along the southern edge of the SASM anticyclone (see, e.g., Fig. 8.48). Heating rates within this band of relatively strong heating are larger on average in ERA-Interim than in the other three reanalyses (Fig. 8.60), although all four reanalyses show relatively strong heating around 50–60°E over the southern portion of the Arabian Peninsula. Based on Figure 8.59, convection and associated anvil clouds are relatively infrequent in this region in comparison to 70–150°E, meaning larger upwelling LW fluxes from the troposphere. The resulting enhancement in the convergence of LW radiation in the LS causes stronger radiative heating at 380 K. Differences are more pronounced to the east of this feature, where ERA-Interim, JRA-55, and, to a lesser extent, CFSR show locally enhanced heating around 70–90°E, while MERRA-2 shows a local minimum. Whereas the enhanced heating in this region arises mainly from cloud radiative effects in ERA-Interim, non-radiative heating at the tops of very deep convection plays a more consequential role in JRA-55 and CFSR (Fig. 8.59; see also Sect. 8.4 and Fig. A8.10). The local minimum in MERRA-2 is also linked to cloud radiative effects, namely the attenuation of upwelling LW radiation by extensive convective anvil clouds. Another notable difference among the reanalysis diabatic heating rates at 380 K is the local minimum centred over the equatorial western Indian Ocean near 60°E (Fig. 8.60). This feature is rooted in the effects of parameterized turbulent mixing (see also Fig. A8.10 in the Appendix), and is therefore strongest in ERA-Interim (which has the largest temperature tendencies due to parameterized turbulence; see Fig. 8.27 and related discussion) and weakest in MERRA-2 (which has the smallest).

Among the most important differences for diabatically-driven transport studies are the locations of strong UTLS heating associated with the SASM and the western North Pacific monsoon, as different reanalyses are known to imply very different distributions of convective sources for cross-tropopause transport into the stratosphere from the Asian monsoon region (e.g., Wright et al., 2011). For South Asia, ERA-Interim produces maximum heating at 350 K near the northern and northeastern coastlines of the Bay of Bengal (BoB). In JRA-55 and MERRA-2 this heating is displaced more toward the northwestern coastline of the BoB, while in CFSR it is centred over the BoB itself. JRA-55 also shows strong heating over the south slope of the Himalayas, whereas this heating is shifted further north over the southern Tibetan Plateau in ERA-Interim and MERRA-2. This difference is also evident in the zonal-mean distributions shown in Figure 8.59, where ERA-Interim and MERRA-2 show a clearer separation between enhanced heating at 30°N and that at lower latitudes than JRA-55 (note also that the local maximum in pressure along the 350 K isentropic contour is located near 30°N in this region during JJA, indicating a local minimum in altitude). The distribution at 350 K in CFSR is much noisier (Fig. 8.60), but appears to be more consistent with JRA-55 in that the largest heating rates are centred over the south slope of the Himalayas. The noisiness of the diabatic heating distribution in CFSR even after taking the 1980-2010 climatological mean suggests that the distribution of deep convection in CFSR may be very sensitive to the complex topography of this region. Over the western North Pacific, the primary difference is in the latitude of enhanced heating at 350 K. Whereas the strongest heating in this region is at approximately the same latitude as the Philippines in ERA-Interim, it is centred north of the Philippines in JRA-55 and MERRA-2, with the distribution in CFSR located between the two. Differences at 380 K may also be influential in diagnosing the distribution of convective sources for air crossing the stratosphere, particularly that ERA-Interim, JRA-55, and CFSR show local maxima of varying magnitudes at this level near the most active convective regions while MERRA-2 shows local minima (right panels of Fig. 8.60).

Diabatic heating distributions outside of the core Asian monsoon domain also show substantial differences, especially at 350 K (left panels of Fig. 8.60). Whereas positive heating rates extend southward across the equator over the tropical Indian and Pacific Oceans in ERA-Interim and JRA-55, these features are missing in MERRA-2 and CFSR. This is despite the fact that MERRA-2 evidently produces strong convection in these regions, as indicated by large values of LWCRE. Indeed, whereas positive heating rates at 350 K are tightly collocated with large values of LWCRE in ERA-Interim, they are limited to the northwestern edge of large values of LWCRE in MERRA-2. This difference may again be understood in terms of shallower convective anvil clouds and associated radiative effects in MERRA-2 (Fig. 8.24 and related discussion). Toward the western edge of the domain, ERA-Interim produces strong heating at 350 K over much of equatorial Africa. This feature is present but weaker in JRA-55, largely absent in CFSR, and replaced by substantial cooling in MERRA-2. Meanwhile, JRA-55 and MERRA-2 have centres of strong heating over the southern part of the Red Sea and the Gulf of Aden that are absent from ERA-Interim and CFSR.

8.8.4 Transport

The differences in diabatic heating rates shown above manifest in differences in Lagrangian transport calculations
driven by diabatic vertical velocities within the SASM region. As an extreme example, the negative heating rates below 370K in MERRA-2 mean that diabatic transport calculations are impractical unless they are initialized at the 370K potential temperature or above (Section 8.5.2). Figure 8.61 shows the residence time for parcels traveling between the 370K and 380K isentropic levels within the SASM region during JJA (see Section 8.5.2 for more details). The differences can be directly linked to differences in diabatic heating rates. For example, ERA-Interim, which has the strongest heating rates in the TTL (Fig. 8.59), shows the shortest residence times (often less than 15 days). Conversely, MERRA-2, which has the weakest heating rates within the TTL, shows the longest residence times. The minimum residence time within the SASM domain based on MERRA-2 is ~ 22 days, and many locations within the anticyclone show mean residence times greater than 25 days. Such long residence times are only found along the southeastern edge of the anticyclone in ERA-Interim. Meanwhile, CFSR and JRA-55 show relatively homogeneous residence time distributions throughout the SASM anticyclone region, whereas MERRA-2, MERRA, and ERA-Interim show local residence time minima (indicating faster uplift) in the western flank of the anticyclone.

8.8.5 Ozone

A pronounced local minimum in total column ozone during boreal summer has led researchers to dub the SASM region an ‘ozone valley’ (Bian et al., 2011; Zhou et al., 1995). Much of this regional-scale minimum in total column ozone is due to low ozone mixing ratios within the UTLS anticyclone (Santee et al., 2017; Park et al., 2007). The low ozone concentrations are thought to result from extensive convective detrainment of ozone-poor tropospheric air and subsequent confinement within the SASM anticyclone. Ozone is parameterized and assimilated in reanalyses, as outlined and evaluated in Chapter 2 and Chapter 4 of this report.

Observational data sets

SWOOSH is an observationally-based analysis of ozone and water vapor based on a limb-sounding and solar occultation instruments from the 1980s until now. For the period we use (2005 - 2018) it is almost exactly the same as Aura MLS. The data set itself has been described by Davis et al. (2016).

Ozone

Figure 8.62 shows climatological spatial distributions of ozone volume mixing ratios at 100hPa in the SASM region during JJA. ERA5, ERA-Interim, JRA-55, MERRA-2, and CFSR all show relatively low ozone concentrations above the SASM region, although the magnitudes and spatial distributions of ozone within the anticyclone vary. Averages within the area bounded by 30 - 120°E and 20 - 40°N range from approximately 190ppbv (JRA-55) to 325ppbv (CFSR). All are larger than the average based on Aura MLS during 2005 - 2018 (150ppbv), as illustrated in Figure 8.62a by the SWOOSH distribution (Davis et al., 2016). For the period used here (2005 - 2018), the SWOOSH distribution for the 2005-2018 period shown in Figure 8.62a is almost entirely determined by Aura MLS. It is therefore important to note that Aura MLS ozone retrievals have been assimilated during recent years by ERA-Interim, ERA5, and MERRA-2 (Chapter 4; Fig 4.2). ERA5 and ERA-Interim show elongated minima in ozone mixing ratios along the southern edge of the anticyclone, as does SWOOSH. By contrast, JRA-55, MERRA-2, and CFSR produce minima centred more over the Bay of Bengal, to the southeast of the anticyclone.

Figure 8.63 shows latitude–pressure cross-sections of ozone anomalies within the SASM region (30 - 120°E) relative to zonal-mean volume mixing ratios within the same latitude band. This view provides more information on the vertical and meridional structure of the SASM ‘ozone valley’ within the UTLS. Negative ozone anomalies correspond well to positive anomalies in geopotential height, with the largest anomalies typically located in the upper portion of the anticyclone and slightly to the south of its centre. The ozone valley remains least pronounced in CFSR, for which the largest anomalies are farther south of the anticyclone centre and at a slightly lower altitude than in the other reanalyses. However, comparison with SWOOSH again suggests that all five reanalyses underestimate the amplitude of negative anomalies associated with this feature. ERAS, ERA-Interim and JRA-55 show substantial negative
ozone anomalies (≥10% or larger) extending downward to 250 or even 300 hPa within the SASM region, whereas anomalies are more confined to the lower TTL (p ≤ 200 hPa) in MERRA-2. None of the reanalyses reproduce observed positive anomalies relative to the zonal mean at lower altitudes, which are located both below and to the south of the anticyclone core according to the SWOOSH distribution. These positive anomalies may be related to anthropogenic emissions of ozone precursor species and subsequent convective transport. As these emissions are not represented in the simple ozone schemes used in the forecast models (Chapter 2; Table 2.10), such effects could only enter the reanalysis products through the data assimilation. Although temporal variations in SASM ozone are not evaluated here, users should be aware that changes in assimilated ozone data over time (Chapter 4; Figs. 4.1 and 4.2), especially vertically-resolved profile data (Fig. 4-2), may lead to discontinuities in reanalysis representations of the SASM ozone valley.
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**Figure 8.62:** Spatial distributions of JJA-mean ozone mixing ratio [ppbv] on the 100 hPa isobaric surface based on (a) SWOOSH (Davis et al., 2016), (b) ERA5, (c) ERA-Interim, (d) JRA-55, (e) MERRA-2, and (f) CFSR. Reanalysis ozone products are averaged over 1980-2010; SWOOSH data are averaged over 2005-2018. The 16700 m contour in 100-hPa geopotential height based on the corresponding data sets is shown as a white dashed line in each panel for context. Geopotential height in panel (a) is from ERA-Interim.
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**Figure 8.63:** Latitude–pressure distributions of normalized anomalies [%] in JJA-mean ozone mixing ratios within 30–120 °E relative to zonal-mean values for the corresponding zonal bands derived using (a) SWOOSH, (b) ERA5, (c) ERA-Interim, (d) JRA-55, (e) MERRA-2, and (f) CFSR. Reanalysis ozone products are averaged over 1980–2010; SWOOSH data are averaged over 2005–2018. Absolute geopotential height anomalies in the 30–120 °E band relative to the zonal mean are shown as white dashed contours at values of 100 and 125 m. Geopotential height anomalies relative to the zonal mean in panel (a) are from ERA-Interim.
Regional analysis of clouds and radiative effects

In this Section, we focus on a regional analysis of cloud and radiative properties in the SASM, which is recognized as the location of the largest discrepancies among reanalyses and climate models (Tissier and Legras, 2016; Johansson et al., 2015; Heath et al., 2014).

We compare the five reanalyses CSFR, JRA-55, MERRA-2, ERA-Interim and ERA-5 and use satellite products as references. The comparison includes the ERA5 reanalysis of ECMWF (Hersbach et al., 2020), which is a new reanalysis based on a new generation of the ECMWF Integrated Forecasting System (IFS) model (cycle CY41R2) with a gap of more than 10 years with respect to the previous ERA-Interim reanalysis.

Observational data sets

For comparison the reanalyses are compared with different satellite products which contain strong assumptions.

We use the 2B-FLXHR-LIDAR radiative heating product version 4 (FLXHR) that combines cloud data from the A-train satellite instruments CLOUDSAT, CALIPSO and MODIS to calculate radiative heating (L’Ecuyer et al., 2015; Henderson et al., 2013). This product depends on a number of other products, retrieval algorithms and assumptions, and temperature profiles from the ECMWF AUX product; it is therefore liable to biases and errors. Besides this, the A-train satellites are helio-synchronous and therefore the daytime and nighttime observations occur at fixed hours (close to 1:30 and 13:30 in local time) and do not sample properly the daily cycle of convection, especially over land where convection has its maximum in late afternoon. Nevertheless, FLXHR is based on comprehensive observations rather than modelled properties of clouds and represents a state-of-the-art estimate of the radiative effect.

The 2B-CWC-RVOD retrieves ice water path from the CLOUDSAT radar reflectivity and the visible optical depth from MODIS. The 2C-ICE product retrieves the ice water path from the radar reflectivity and the backscatter coefficient of the CALIOP lidar. They both use Rodgers optimal estimation in the retrieval. Total condensates are available from the 2B-CWC-RVOD product version 4 (Austin et al., 2009), which is used in FLXHR version 4, and the ice profile from the 2C-ICE product version 4 (Deng et al., 2013, 2015).

Clouds and radiative effects

The cloud properties differ quite significantly among the reanalyses and the radiative properties vary accordingly. Figure 8.64 shows that the maximum cloud cover in the ERA5 is smaller than in the ERA-Interim in the monsoon region, especially in the maritime regions that surround Asia. The altitude of the maximum cloud cover, not shown, is also lower by about 3 K on the average in potential temperature. As a result of these changes in the high clouds, the cloud radiative effect is also strongly modified. Figure 8.65 illustrates the cloud radiative properties in the SASM longitude range (73 - 97° E) for the five reanalyses investigated in this Section. The two ECMWF reanalyses differ by the fact that the ERA5 cloud is smaller and located at a lower altitude than in the ERA-Interim, especially over the oceans (see cloud cover Section below). Therefore, the maximum of the cloud radiative effect is shifted downward by about 2 km, and the mean zero level of net radiative heating is left rather unperturbed by the clouds except over 20 - 40° N where continental convection dominates and it will be seen below that this is mostly an effect of the Tibetan plateau. Two other reanalyses, CFSR and JRA-55, display cloud radiative heating patterns that are in fairly good agreement with ERA5 but with much reduced amplitude for JRA-55. MERRA-2 exhibits a very different pattern from other reanalysis with a strong radiative heating in the 0 - 20°N latitude range and from 6km to 12km and a strong cooling above from 12km to 16km. As a consequence, an island of positive all sky radiative heating is observed between 8km and 10km and the zero level of radiative heating is shifted upward by one kilometer by the clouds between 10°S and 30°N.

---

1 T2B-FLXHR-LIDAR and all the CLOUDAT/CALIPSO products mentioned in this study (2B-GEOPROF, 2B-CWC-RVOD, 2C-ICE) are available at http://www.cloudsat.cira.colostate.edu/data-products
This is contrary to the ERA-Interim case where it is shifted downward by about 2 kilometers over the same latitude range. In the following, we investigate more details about these discrepancies and their causes.

In order to separate land from ocean and, among land, the high orography of the Tibetan plateau from the rest of Asia, we divide the SASM domain into a set of regions as indicated in Figure 8.66. We focus on six regions that encompass most of the convective activity during SASM and its variability: Bay of Bengal (BoB), Indian Subcontinent (Indian Sub), South China, Sea of China and Philippine Sea (SCSPhi), Indochinese Peninsula (Pen) and the Tibetan Plateau.

From the heating archive of the five reanalyses, the cloud heating has been obtained by removing the clear-sky contribution from the all-sky value. As the clear-sky heating rates are not available for JRA-55 and CFSR, we use ERA5 as a reference. It has been checked with ERA5, ERA-Interim and MERRA-2 that the discrepancies among clear sky radiative heating rates are at least one order of magnitude smaller than the all sky discrepancies, except near the ground over land where differences in albedo induce also differences in shortwave heating. The total shortwave heating rate is calculated using the clear sky sun variation as integrator.

Figure 8.65: Cloud radiative heating as $d\theta/dt$ [K/day] for ERA-Interim, ERA5, CFSR, JRA-55 and MERRA-2 averaged over the 73-97°E longitude range during July-August 2005-2010. Black line: zero level of cloud radiative heating. Dashed yellow contour: zero level of clear sky total radiative heating. Green contour: zero level of all sky total radiative heating. White contour levels: potential temperature [K], intervals of 10K. Red crosses: cold point tropopause. The vertical scale is the barometric altitude based on the standard atmosphere.

Figure 8.66: Longitude-latitude distribution of considered SASM regions including two maritime regions: Bay of Bengal (BoB) and Sea of China and Philippine Sea (SCSPhi); and four continental regions: Indian Subcontinent (Indian Sub), South China, Indochina Peninsula (Pen) and the Tibetan Plateau. The Tibetan Plateau is defined as the region of altitude higher than 3800 m. Other regions seen in this map are not used in this study.
South China

Figure 8.67: Cloud short-wave radiative heating as dθ/dt [K/day] for ERA5, ERA-Interim, JRA-55, CFSR and MERRA-2 as potential temperature tendencies for the six regions shown in Fig. 8.66: BoB, Indian Sub, South China, SCSPhi, Pen and Tibetan Plateau as a function of altitude in potential temperature. The average is performed over July-August of 2007-2010. Black curve shows the FLXHR satellite profile, and other colors the reanalyses as indicated in legend.

The comparison is based on July and August months of the 2007-2010 period, for which the FLXHR product is available for both night-time and day-time orbits.

Figure 8.67 shows that JRA-55 differs from the other reanalyses in producing very small cloud shortwave heating. Over maritime regions (BoB and SCSPhi), the reanalyses have maximum radiative heating near 350 K with fast decay above, while FLXHR displays a maximum higher up at ~358 K and larger values than all reanalyses in the 360-390 K range. MERRA-2 is the reanalysis with the lowest and narrowest maximum. The discrepancy from FLXHR is the largest over the maritime regions, where FLXHR samples convection near its mid-day maximum. Our calculation might therefore generate a positive bias with a large maximum at the altitude of maximum cloud cover (see also Fig. 8.69, below). The discrepancy is strongly reduced over China and India with respect to ECMWF reanalysis and CFSR while MERRA-2 retains its characters. For FLXHR and all reanalyses, the radiative heating maxima are shifted upward over land with respect to ocean. The Indochinese Peninsula (Pen) region presents intermediate patterns between land and ocean. Over the Tibetan Plateau, a diversity of patterns is obtained and the sole reanalysis that displays the neat double peak structure of FLXHR is ERA5, the lower peak being due to low level clouds (as 330 K is close to the surface in this region). Notice, however, that the typically late afternoon convection of the Tibetan Plateau is not well sampled by the A-train satellites. It is noticeable that, except over this region, the CFSR and ERA5 curves are very close, closer than ERA5 and ERA-Interim.

Figure 8.68 shows the cloud longwave heating. In the maritime regions, CFSR and ERA5 are still very close and follow closely the FLXHR curve with small cooling above 350 K and warming below. JRA-55 and ERA-Interim form another group with warming all the way down from 370 K. MERRA-2 exhibits a very strong cooling-warming pattern, typical of the effect of fat convective anvils, with a crossover at 350 K. Over Indian Sub and South China, the agreement persists between CFSR and ERA5 on one side and between ERA-Interim and JRA-55 on the other side but now FLXHR agrees better with the second pair above 370 K where it produces heating instead of cooling. MERRA-2 displays the same pattern than over the ocean but attenuated. As for shortwave heating, Indochinese Peninsula (Pen) shows intermediate patterns.

Over the Tibetan Plateau, CFSR agrees with ERA-Interim but not with ERA5. No reanalysis agrees well with FLXHR and the MERRA-2 curve shows multiple crossings with the zero line. The fact that reanalyses disagree even on the sign of the cloud longwave radiative effect above 350 K is not totally surprising as the antagonist warming effect of cirrus and cooling effect of the underlying thick anvils largely balance in this region (Johansson et al., 2015).

In order to explore the origin of such discrepancies, Figure 8.69 shows the cloud cover profiles for the reanalyses and for the 2B-GEOPROF-LIDAR product used in FLXHR.
(Mace and Zhang, 2014). Such comparison must be considered carefully as the notion of cloud cover is not necessarily defined in the same way between observations and models. Nevertheless, we do not see here any pattern that would explain MERRA-2 differences with the other reanalyses. The reanalyses and 2B-GEOPROF-LIDAR cloud cover are in good agreement over South China and Indian Sub, but for the tendency of JRA-55 to maintain significant cloud cover at very high altitude. The dispersion is larger over the maritime regions and not surprisingly over the Tibetan Plateau where, however, all reanalyses except MERRA-2 show a double maximum structure with a layer of low clouds. In all cases, the higher cloud cover over continental regions is consistent with the cloud radiative profiles.

The water condensate profiles of the reanalyses and two A-train satellite products (2B-CWC-RVOD and 2C-ICE) are shown in Figure 8.70. An evaluation of 2C-ICE against other satellite products and ground observations can be found in Deng et al. (2013, and 2015). These curves display the non-precipitating component which is usually the one used for radiative calculations. Again, ERA5 and CFSR are very close over the maritime region but CFSR exceeds ERA5 by about 70% above 340 K over the land. There is a very small amount of condensates in JRA-55 which drops rapidly to zero at high levels. Therefore, the large cloud cover found in Figure 8.69 is of no consequence and this explains the overall low cloud radiative effect of JRA-55. On the contrary, MERRA-2 exhibits a large maximum in the condensates between 340 K and 350 K over the maritime region, due to thick anvils mainly consisting of ice, which is clearly correlated with the warming layer in the longwave heating and to the sharp maximum in the shortwave heating. The strong longwave cooling above is due to the small emission of this thick opaque ice layer. The same pattern is seen over land but weaker and at higher altitude, again in good correlation with the radiative heating. The level of zero crossing in the longwave heating is also located just at the top of the condensate layer in CFSR and ERA5. The smaller amount of condensates in the anvil layers of ERA-Interim and JRA-55 is a good candidate to explain why heating by cirrus clouds overwhelms the cooling effect of anvils above 350 K.

It is quite certain that these water condensates profiles are the main explanation of the discrepancies visible in the radiative heating above the SASM region and that the competition between the signatures of the convective cloud anvils and the cirrus clouds is the key factor as already shown by Johansson et al. (2015).

The satellite products can hardly be compared to the non-precipitating water condensates in models since they measured both non-precipitating and precipitating condensates together; separating the two requires ad hoc filtering and corrections. As the ERA5 archived data includes also the rain and snow variables we also compare in Figure 8.70 the total condensate profile of ERA5 with two A-train satellite products. The agreement between the three curves is best over the continental regions (outside the Tibetan Plateau). The whole profiles of ERA5 and 2B-CWC-RVOD are very
close over Indian Sub and South China while 2C-ICE is larger below the top of the convective cloud anvil. Over the maritime regions, ERA5 has less condensates than the satellites products and the separation increases below 350 K where 2C-ICE provides also much larger values than 2B-CWC-RVOD.

Over the Tibetan-Plateau, ERA5 displays a large deficit of condensates with respect to the satellite products around 340 K. Only the ERA-Interim and JRA-55 show a profile with a strong maximum in this region in agreement with the cloud cover but with a much too weak value. Even if the A-train satellite products are likely to contain some biases over the Tibet-Plateau, the discrepancies with respect to analyses in this region might be for a large part due to a general under-representation of the low-level convection (Li et al., 2016, 2017).

Finally, Figure 8.71 shows the daily cycle of the cloud radiative heating for three regions – maritime (BoB), continental (Indian Sub) and the Tibetan-Plateau and four reanalyses (excluding CFSR). The contrast is strong between JRA-55 which shows a very weak daily cycle and MERRA-2 which shows a very strong cycle with intense nocturnal cooling between 345 K and 365 K (11 km and 15 km) due to persistent thick convective cloud anvil. In the BoB region, the diurnal maximum of MERRA-2 is located at the lowest level at 345 K (~11 km) while the ERA-Interim is at the highest level at 355 K (~13.5 km). Over India, the diurnal radiative heating in MERRA-2 is attenuated and slightly shifted towards afternoon with respect to BoB. There is no attenuation respective to maritime value but a noticeable afternoon shift in ERA-Interim and ERA5. In addition, the vertical location of the maximum rises by about 10 K in both reanalyses but remains lower in ERA5. Over the Tibetan-Plateau, where other reanalyses show weak radiative heating ERA5 exhibits a strong maximum that reaches 380 K (~17 km), which is associated with high penetrative convection in this region, a distinguished signature of ERA5.
8.8.7 Key findings and recommendations

Key findings

- Modern reanalyses agree well regarding the climatological position and extent of the SASM anticyclone, although there are notable differences in the distribution of SASM anticyclone centre locations among different reanalyses. Distinct bimodality of the SASM anticyclone centre location based on daily data is only present in NCEP-NCAR R1. (Section 8.8.1)

- Reanalyses indicate slightly higher CPT temperatures and lower CPT heights in the SASM anticyclone compared to GNSS-RO satellite observations. (Section 8.8.1)

- Climatologies of SASM anticyclone moments (centroid location, aspect ratio, angle, excess kurtosis) computed using MSF on isentropic surfaces to define the SASM anticyclone edge show good agreement among the MERRA, MERRA-2, ERA-Interim, JRA-55, and CFSR/CFSv2 reanalyses. Good qualitative agreement is seen in the evolution of SASM anticyclone area defined using MSF, but MERRA and MERRA-2 show larger areas and consequently longer monsoon seasons, along with more significant apparent increasing trends in SASM anticyclone area. (Section 8.8.1)

- Omega fields from ERA-Interim, JRA-55, MERRA-2, and CFSR reanalyses agree well on the overall spatial pattern within the SASM domain. However, regional discrepancies exist, especially over locations of frequent convection such as the western coast of India and the Bay of Bengal. (Section 8.8.2)

- Diabatic heating distributions within the SASM region differ significantly among reanalyses, especially with respect to the mean latitudinal location of the maximum heating rates connecting the convective detrainment layer to the lower stratosphere. This maximum is located progressively further north in ERA-Interim, JRA-55, and CFSR, and is missing entirely from MERRA-2. These differences can be attributed to differences in the dominant diabatic processes in the UT above the SASM region: cloud-induced radiative heating in ERA-Interim, convective heating in JRA-55 and CFSR, and cloud-induced radiative cooling in MERRA-2. (Section 8.8.3)

- The depth and location of convection within the SASM and surrounding regions varies among the reanalyses. These differences impact implied convective transport over the Bay of Bengal, the Himalayan South Slope, the south-eastern Tibetan Plateau, and the western North Pacific, as well as over East Asia and equatorial Africa. Differences in the distribution and magnitude of diabatic heating near the tropopause (380 K) are likewise strongly affected by differences in the distribution of convection and related clouds. (Section 8.8.3)

- Residence times based on diabatic Lagrangian transport calculations are shortest in the centre of the SASM anticyclone for all reanalyses. The absolute magnitudes of residence time in the SASM anticyclone show large differences, varying from a minimum of 14 days (ERA-Interim) to a maximum of 22 days (MERRA-2) during the JJA season. (Section 8.8.4)

- Despite differences in magnitude and in the locations of local extrema, distributions of ozone volume mixing ratios within the SASM anticyclone are qualitatively consistent among reanalyses and broadly consistent with observations. However, none of the evaluated reanalyses are able to fully reproduce the low ozone mixing ratios within the SASM ‘ozone valley’. (Section 8.8.5)

- Cloud properties differ greatly among reanalyses as these properties are weakly constrained by assimilated observations. The radiative effect of clouds is used here as a metric in the SASM domain. In all reanalyses, maximum cloud cover is found between 350 K and 355 K over maritime regions and near 360 K over land. The maximum shortwave cloud heating rates essentially follow the maximum cloud cover. The longwave cloud heating rate combines the effect of thick anvils (warming below and cooling above) and the warming effect of overlying cirrus. The balance above clouds can be either positive or negative depending on the reanalysis. (Section 8.8.6)

- MERRA-2 displays a very strong anvil signature in contrast to all other reanalyses and satellite products. The discrepancies in the long-wave cloud heating rates are mostly explained by the ice content of high clouds in the reanalyses. Overall, the heating rates based on ERA5 are closest to the FLXHR satellite product. ERA5 is distinguished by lower cloud maxima on the average but stronger penetrative convection, in particular over the Tibetan Plateau. (Section 8.8.6)

Key recommendations

- For subsequent analyses involving the position of the SASM anticyclone centre it is recommended to use more recent reanalyses. In particular, researchers are encouraged to avoid NCEP-NCAR R1 and NCEP-DOE R2 when possible, proceed with caution if it is necessary to use one of these two reanalyses, and assess the sensitivity of results to the choice of reanalysis regardless of which reanalysis is used. (Section 8.8.1)
• The geopotential height field from the MERRA-2-ANA pressure-level data set features spurious enhancements over the steep orography of the Himalaya Mountains due to a conversion error. For analyses that are sensitive to this issue, any use of MERRA-2-ANA data should rely on the model-level products only. MERRA-2-ASM products are unaffected by this issue. (Section 8.8.1)

• Transport simulations for the SASM domain that use diabatic heating rates to represent vertical motion should use multiple reanalyses if possible and carefully consider the representation of convective sources to the TTL. MERRA-2 diabatic heating rates should only be used at 370 K potential temperature level and above. (Sections 8.8.3 and 8.8.4)

• Reanalyses capture the existence of the ozone minimum in the UTLS above the SASM but do not reliably reproduce its observed distribution or magnitude. Use of reanalysis ozone products in this region is appropriate for evaluation of internal reanalysis behaviour. Other applications should keep in mind the relatively simple formulation of the ozone models (see Chapters 2 and 4) and include careful validation against observations. (Section 8.8.5)

• Cloud and radiative heating for SASM regions should be used with caution for all reanalyses. However, ERA5 is most consistent with the satellite-based FLXHR product. (Section 8.8.6)

8.9 Summary, key findings, and recommendations

Chapter 8 investigates the extent to which reanalysis data sets are able to reproduce key characteristics of the TTL. Representations of the cold point and lapse rate tropopause are evaluated based on comparison of tropopause zonal mean profiles and time series to observational records from radio occultation and radiosonde data. The vertical structure of the TTL is then assessed by comparing reanalysis temperature profiles at model-level resolution to high-resolution GNSS-RO temperature profiles.

Basic dynamical processes and circulation patterns are evaluated by comparing zonal-mean and tropical-mean distributions of diabatic heating, as well as by means of Lagrangian trajectory simulations of transport within the TTL. Final dehydration locations and temperatures as well as TTL residence times derived from these trajectory simulations are compared among the reanalyses and validated against vertical velocity estimates derived from satellite observations of water vapor. Large-scale wave forcing is analysed based on the characteristic horseshoe-shaped structure that results from the superposition of Rossby and Kelvin responses to intense convective heating. Comparison against NOAA outgoing long-wave radiation allows an assessment of spatiotemporal variability in this wave response. A zonal wavenumber-frequency spectral analysis is also carried out to describe and evaluate equatorial wave activity in the reanalyses. Long-term changes in the width of the tropical belt are derived based on the tropical jet and tropopause break positions, two metrics which are known to correlate only weakly with Hadley cell extent. Tropical-width metrics calculated based on instantaneous longitudinally-resolved and zonal-mean annual-mean fields are compared with each other. Owing to the lack of observational data for validating the tropical width diagnostics, the extent to which changes may be considered robust is determined based on statistical methods and consistency among the reanalyses. Finally, analysis of the upper troposphere and lower stratosphere above the South Asian Summer Monsoon (SASM) highlights some key differences in reanalysis performance within the TTL via focus on regional and seasonal aspects of the SASM anticyclone.

Key findings

• Advances in reanalysis and observational systems over recent years have led to a clear improvement in TTL reanalysis products over time. In particular, the reanalyses ERA-Interim, ERA5, MERRA2, CFSR, and JRA-55 show very good agreement after 2002 in terms of the vertical TTL temperature profile, meridional tropopause structure, and inter-annual variability. Long-term temperature trends from reanalyses and adjusted radiosonde data indicate significant cooling in the upper TTL during 1979 - 2005 (above the cold point). (Section 8.2)

• While climatological TTL temperatures from reanalyses agree very well with observations with relatively small low biases, the cold point and lapse rate tropopause show warm biases, most likely related to the fact that the discrete values corresponding to reanalysis model levels are unable to reproduce the observed minimum temperature as recorded in a near-continuous profile. (Section 8.2.2)

• Cloud fields in the tropical UTLS vary greatly in both magnitude and vertical distribution across reanalyses. Differences in cloud fraction and cloud water content impact the radiation budget both at the top-of-atmosphere and within the UTLS, and the effects of differences in cloud and convection parameterizations can be identified in vertical profiles of temperature and humidity in the tropical troposphere. (Section 8.3)
• There are large differences among reanalysis diabatic heating products within the TTL, which are known to influence transport statistics and rates of ascent in trajectory simulations of cross-tropopause transport in this region. Differences among reanalysis diabatic heating rates in the tropical UTLS are not limited to any one component: longwave, shortwave, and non-radiative components all show substantial discrepancies. (Section 8.4)

• Lagrangian transport studies demonstrate large differences in reanalysis temperatures at the dehydration point and in TTL residence times. However, the data sets agree on the spatial distribution of dehydration locations and produce roughly similar distributions, seasonal cycles, and interannual variations of TTL residence time. (Section 8.5)

• Equatorial wave activity and corresponding temperature anomaly patterns at 100 hPa are similar among the reanalyses, including the characteristic horseshoe-shaped structures that resemble the stationary wave response to tropical heating. However, the strength of the wave activities, their spectral magnitudes, and the intensity of temperature response differ among the reanalyses, with the latter differences depending on the aspects of the dynamical model and/or assimilation system. (Section 8.6)

• Metrics of the width of the TTL based on the zonally-resolved subtropical jet and tropopause break show robust changes in only a few regions and seasons and poor agreement of the resulting zonal-mean annual-mean values. The diagnostics based on the zonal-mean subtropical jet and tropopause break, on the other hand, suggest stronger trends in the width of the TTL than their zonally-resolved counterparts. Overall, the two subtropical jet diagnostics are more consistent than the two tropopause break diagnostics, possibly related to smoother variations in the zonal wind field relative to the tropopause break. (Section 8.7)

• Modern reanalyses agree well regarding the climatological position and evolution of area extent and moments of the SASM anticyclone, although there are notable differences in the distribution of SASM anticyclone centre locations. All of the reanalyses indicate slightly higher CPT temperatures and lower CPT heights in the SASM anticyclone compared to GNSS-RO satellite observations. (Section 8.8.1)

• Distributions of ozone volume mixing ratios within the SASM anticyclone are qualitatively consistent among reanalyses and broadly consistent with observations. However, none of the evaluated reanalyses are able to reproduce the low ozone mixing ratios within the SASM anticyclone. (Section 8.8.5)

• Cloud properties, convection, radiative heating, and omega fields for the SASM UTLS differ significantly among reanalyses on a regional scale as these properties are only weakly constrained by assimilated observations. These differences impact derived transport processes in the UTLS, and residence times based on diabatic Lagrangian transport calculations reveal large differences. (Sections 8.8.2, 8.8.3, 8.8.4, 8.8.6)

**Key recommendations**

• In the TTL, temperature on native model levels should be used rather than the standard pressure-surface data sets. Various diagnostics such as the cold point and lapse rate tropopause and the analysis of equatorial waves are demonstrably improved when model-level data are used. For a more realistic representation of the tropical tropopause levels, data sets that combine low temperature biases with high vertical resolution should be used. (Sections 8.2 and 8.6)

• Long-term drifts in high cloud fraction, OLR, and LWCRE are present in almost all reanalyses, and often disagree in terms of sign, timing, or magnitude. These products should generally not be used for trend or time series analysis without independent verification. Among the reanalyses, ERA5 shows greater stability in time and stronger correlations with observed variability for these cloud and radiation metrics and may therefore offer a more reliable characterization of long-term variations in related metrics relative to earlier reanalyses. (Section 8.3)

• Given large differences in reanalysis diabatic heating products and related metrics within the tropical UTLS, researchers using these fields to drive or nudge model simulations of this region should use multiple reanalyses whenever possible. (Sections 8.4 and 8.5)

• When applying metrics of tropical width based on the subtropical jet or tropopause break, it is recommended to use multiple reanalyses and to be aware of the caveat that the zonal-mean diagnostics suggest stronger trends than their zonally-resolved counterparts. (Section 8.7)
For analyses involving the SASM anticyclone it is recommended to use more recent reanalyses. In particular, researchers are encouraged to avoid NCEP-NCAR R1 and NCEP-DOE R2 data sets and the geopotential height field of the MERRA-2-ANA pressure-level data when possible. (Section 8.8.1)

Transport simulations for the SASM domain that use diabatic heating rates to represent vertical motion should use multiple reanalyses if possible and carefully consider the representation of convective sources to the TTL. MERRA-2 diabatic heating rates should only be used at 370 K potential temperature level and above. (Sections 8.8.3, 8.8.4)

Ozone in the UTLS above the SASM should be carefully validated against observations, and cloud and radiative heating should be used with caution for all reanalyses. (Sections 8.8.5, 8.8.6)

Figure 8.72: Diagnostic evaluation for Chapter 8 on the Tropical Tropopause Layer (TTL). Top: Climatological and dynamical TTL characteristics (Sections 8.2-8.7) and bottom: South Asian Summer Monsoon (SASM) characteristics (Section 8.8). CPT: Cold Point Tropopause, LRT: Lapse Rate Tropopause, HCC: High Cloud Cover, CWC: Cloud Water Content, OLR: Outgoing Longwave Radiation, LW: Long Wave, ZM: Zonal Mean, UT: Upper Troposphere, LS: Lower Stratosphere, LZRH: Level of Zero Radiative Heating, CP: Cold Point.
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Appendix A: Supplementary material

A8.1 Supplementary material for Section 8.2

Figure A8.1: Tropical mean (20° S - 20° N) temperature profiles at reanalyses model levels between 140 hPa and 70 hPa and difference between reanalyses and GNSS-RO temperatures. Left panels for 2002 - 2006 and right panels for 2007 - 2010.

Figure A8.2: Latitude–longitude distributions of annual mean GNSS-RO cold point (CP) tropopause temperatures (upper left) and differences between cold point tropopause temperatures from individual reanalyses and those from GNSS-RO during 2007 - 2010 (lower panels).
A8.2 Supplementary material for Section 8.4

Figures A8.4 and A8.5 illustrate aspects of the seasonal cycle of diabatic heating within the TTL and tropical LS. Figure A8.4 shows zonal-mean distributions of diabatic heating and potential temperature for the DJF and JJA solstice seasons based on ERA-Interim, JRA-55, MERRA-2, and CFSR over 1980 - 2010. It may be compared with the upper row of the annual-mean zonal-mean distributions shown in Figure 8.20 of the Chapter 8 main text. Figure A8.5 shows mean annual cycles of total diabatic heating based on daily-mean data. Unlike the other figures included in Section 8.4, Figure A8.5 uses potential temperature as the vertical coordinate (rather than pressure) and expresses diabatic heating as $\dot{\theta}$ (rather than temperature tendency). The diabatic temperature tendency may be converted to $\dot{\theta}$ by multiplying by the factor $\frac{1}{c_p}$, just as in the conversion of temperature to potential temperature. This transformation of the vertical coordinate emphasizes the annual cycle of diabatic heating in the tropical LS. In addition to the annual cycle of the vertical profile of $\dot{\theta}$, Figure A8.5 shows the mean annual evolution of the vertical location of the maximum diabatic heating within the tropical LS. ERA-Interim, MERRA-2, and CFSR all show that the location of this maximum shifts to lower potential temperatures during boreal summer, but the timing of this shift and the height of the maximum during boreal winter are quite different. By contrast, JRA-55 shows relatively little change in the vertical location of the maximum heating rate, and in fact places the maximum at a higher potential temperature during boreal summer than during boreal winter. These differences have implications for the magnitude and seasonal cycle of the rate at which trajectories ascend through the tropical LS when diabatic heating rates are used to drive vertical motion.

---

**Figure A8.3:** Latitudinal-longitude sections of the differences between GNSS-RO and CFSR cold point temperatures for 2007 - 2010 (left panel) and for time periods of high wave activity (right panel).

**Figure A8.4:** As in Fig. 8.20, but for zonal mean total diabatic temperature tendencies ($Q/c_p$ in K day$^{-1}$; shading and gray contours) and potential temperature ($\theta$ in K; black contours) averaged over 1980 - 2010 for the solstice seasons DJF (upper row) and JJA (lower row).
**Figure A8.5:** Total diabatic potential temperature tendencies ($\dot{\theta}$ in K day^{-1}; shading and gray contours) averaged over the tropics ($30^\circ$S - $30^\circ$N) during 1980 - 2010 for (from top) ERA-Interim, JRA-55, MERRA-2, and CFSR. The vertical location of the maximum in $\dot{\theta}$ is shown as a dotted white line. This figure uses a potential temperature vertical coordinate to better emphasize the annual cycle of diabatic heating within the tropical lower stratosphere.
A8.3 Supplementary Material for Section 8.8

Figures A8.7 through A8.10 show component terms of diabatic heating within the SASM region during JJA 1980-2010. Figures A8.7 and A8.8 indicate the all-sky and clear-sky radiative heating terms that correspond to the total diabatic heating rates shown in Figure 8.59 of the Chapter 8 main text. Figure A8.9 shows corresponding distributions, but for the sum of all non-radiative components of diabatic heating (see Sect. 8.4). Figure A8.10 shows the spatial distribution of non-radiative components of diabatic heating on the 350 K and 380 K isentropic surfaces within the SASM region and surrounding areas, and corresponds to the total diabatic heating rates shown in Figure 8.60 of the Chapter 8 main text.

Figure A8.6: MERRA-2 annual mean analysis tendency 1980-2010, as produced by the initial 3D-FGAT data assimilation and applied during the IAU corrector step (see Section 2.3 for details).

Figure A8.7: As in Fig. 8.59 but for all-sky radiative heating [K day\(^{-1}\)] averaged over JJA 1980-2010. Zonal means are calculated over 70° - 150° E (vertical lines in lower panels), area-weighted meridional means over 10° - 30° N (vertical lines in upper panels). ERA-Interim potential temperature contours are shown in light green on the JRA-55, MERRA-2, and CFSR panels for ease of comparison.
Figure A8.8: As in Fig. 8.59, but for clear-sky radiative heating \([\text{K day}^{-1}]\) averaged over JJA 1980-2010. Zonal means are calculated over 70° - 150° E (vertical lines in lower panels); area-weighted meridional means over 10° - 30° N (vertical lines in upper panels). ERA-Interim potential temperature contours are shown in light green on the JRA-55, MERRA-2, and CFSR panels for ease of comparison. Clear-sky radiative heating rates are not provided by JRA-55 or CFSR.

Figure A8.9: As in Fig. 8.59, but for non-radiative heating \([\text{K day}^{-1}]\) averaged over JJA 1980-2010. Zonal means are calculated over 70° - 150° E (vertical lines in lower panels); area-weighted meridional means over 10° - 30° N (vertical lines in upper panels). ERA-Interim potential temperature contours are shown in light green on the JRA-55, MERRA-2, and CFSR panels for ease of comparison.
Figure A8.10: As in Fig. 8.60 but for non-radiative heating [K day\(^{-1}\)] averaged over JJA 1980 - 2010. Purple contours in the left column show LWCRE at the TOA (W m\(^{-2}\), purple contours at 40 W m\(^{-2}\) and 60 W m\(^{-2}\)) over the same period; purple contours in the right column show OLR at the TOA (W m\(^{-2}\), purple contours at 220 W m\(^{-2}\) and 240 W m\(^{-2}\)).
<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Full Form</th>
</tr>
</thead>
<tbody>
<tr>
<td>AIRS</td>
<td>Atmospheric Infrared Sounder</td>
</tr>
<tr>
<td>ANA</td>
<td>Analysed State</td>
</tr>
<tr>
<td>ASM</td>
<td>Assimilated State</td>
</tr>
<tr>
<td>ATOVS</td>
<td>Advanced TOVS</td>
</tr>
<tr>
<td>AUX</td>
<td>Auxiliary</td>
</tr>
<tr>
<td>BoB</td>
<td>Bay of Bengal</td>
</tr>
<tr>
<td>CALIOP</td>
<td>Cloud-Aerosol Lidar with Orthogonal Polarization</td>
</tr>
<tr>
<td>CALIPSO</td>
<td>CloudSat and Cloud-Aerosol Lidar and Infrared Pathfinder Satellite Observation</td>
</tr>
<tr>
<td>CDAAC</td>
<td>COSMIC Data Analysis and Archive Center</td>
</tr>
<tr>
<td>CERES</td>
<td>Clouds and the Earth’s Radiant Energy System</td>
</tr>
<tr>
<td>CFMIP</td>
<td>Cloud Feedback Model Intercomparison Project</td>
</tr>
<tr>
<td>CFSR</td>
<td>Climate Forecast System Reanalysis</td>
</tr>
<tr>
<td>CHAMP</td>
<td>Challenging Minisatellite Payload</td>
</tr>
<tr>
<td>COSMIC</td>
<td>Constellation Observing System for Meteorology, Ionosphere, and Climate</td>
</tr>
<tr>
<td>CP</td>
<td>Cold Point</td>
</tr>
<tr>
<td>CPT</td>
<td>Cold Point Tropopause</td>
</tr>
<tr>
<td>COSP</td>
<td>CFMIP Observations Simulator Package</td>
</tr>
<tr>
<td>CWC</td>
<td>Cloud Water Content</td>
</tr>
<tr>
<td>DJF</td>
<td>December, January, February</td>
</tr>
<tr>
<td>EBAF</td>
<td>Energy Balanced And Filled</td>
</tr>
<tr>
<td>ECMWF</td>
<td>European Centre for Medium-Range Weather Forecasts</td>
</tr>
<tr>
<td>ENSO</td>
<td>El Niño Southern Oscillation</td>
</tr>
<tr>
<td>ERAS</td>
<td>the fifth major global reanalysis produced by ECMWF</td>
</tr>
<tr>
<td>ERA-Interim</td>
<td>ECMWF interim reanalysis</td>
</tr>
<tr>
<td>GCM</td>
<td>General Circulation Model</td>
</tr>
<tr>
<td>GEOS-4/5 DAS</td>
<td>Goddard Earth Observing System Data Assimilation System, version 4/5</td>
</tr>
<tr>
<td>GEWEX</td>
<td>Global Energy and Water Cycle Experiment</td>
</tr>
<tr>
<td>GHG</td>
<td>Greenhouse Gas</td>
</tr>
<tr>
<td>GMAO</td>
<td>Global Modeling and Assimilation Office</td>
</tr>
<tr>
<td>GNSS-RO</td>
<td>Global Navigation Satellite System - Radio Occultation</td>
</tr>
<tr>
<td>GOCCP</td>
<td>GCM-Oriented CALIPSO Cloud Product</td>
</tr>
<tr>
<td>GRACE</td>
<td>Gravity Recovery and Climate Experiment</td>
</tr>
<tr>
<td>HGM</td>
<td>High-resolution Global Monthly</td>
</tr>
<tr>
<td>FDP</td>
<td>Final Dehydration Point</td>
</tr>
<tr>
<td>FLXHR</td>
<td>Fluxes and Heating Rates</td>
</tr>
<tr>
<td>HadAT</td>
<td>Hadley Centre radiosonde temperature dataset</td>
</tr>
<tr>
<td>HSI-1</td>
<td>Horseshoe-Shaped Structure Index</td>
</tr>
<tr>
<td>HSI-K</td>
<td>Horseshoe-Shaped Structure Index Kelvin Response</td>
</tr>
<tr>
<td>HSI-R</td>
<td>Horseshoe-Shaped Structure Index Rossby Response</td>
</tr>
<tr>
<td>IAU</td>
<td>Incremental Analysis Updates</td>
</tr>
<tr>
<td>IFS</td>
<td>Integrated Forecasting System</td>
</tr>
<tr>
<td>IGRA</td>
<td>Integrated Global Radiosonde Archive</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Full Form</td>
</tr>
<tr>
<td>--------------</td>
<td>-----------</td>
</tr>
<tr>
<td>Indian Sub</td>
<td>Indian Subcontinent</td>
</tr>
<tr>
<td>IP</td>
<td>Iranian Plateau (IP)</td>
</tr>
<tr>
<td>IPSL</td>
<td>Institut Pierre-Simon Laplace</td>
</tr>
<tr>
<td>ISCCP</td>
<td>International Satellite Cloud Climatology Project</td>
</tr>
<tr>
<td>ITCZ</td>
<td>Inter Tropical Convection Zone</td>
</tr>
<tr>
<td>IWC</td>
<td>Ice Water Content</td>
</tr>
<tr>
<td>JETPAC</td>
<td>JEt and Tropopause Products for Analysis and Characterization</td>
</tr>
<tr>
<td>JJA</td>
<td>June, July, August</td>
</tr>
<tr>
<td>JMA</td>
<td>Japan Meteorological Agency</td>
</tr>
<tr>
<td>JRA-25/55</td>
<td>Japanese 25-year Reanalysis / Japanese 55-year Reanalysis</td>
</tr>
<tr>
<td>LRT</td>
<td>Lapse Rate Tropopause</td>
</tr>
<tr>
<td>Lvq</td>
<td>Latent Energy Component</td>
</tr>
<tr>
<td>LW</td>
<td>Long-Wave</td>
</tr>
<tr>
<td>LWC</td>
<td>Liquid Water Content</td>
</tr>
<tr>
<td>LWCRE</td>
<td>Long-Wave Cloud Radiative Effect</td>
</tr>
<tr>
<td>LZRH</td>
<td>Level of Zero net Radiative Heating</td>
</tr>
<tr>
<td>MAM</td>
<td>March, April, May</td>
</tr>
<tr>
<td>MERRA; MERRA-2</td>
<td>Modern Era Retrospective-Analysis for Research and Applications / Version 2</td>
</tr>
<tr>
<td>MJO</td>
<td>Madden Julian Oscillation</td>
</tr>
<tr>
<td>MODIS</td>
<td>Moderate Resolution Imaging Spectroradiometer</td>
</tr>
<tr>
<td>MRG</td>
<td>Mixed Rossby-Gravity</td>
</tr>
<tr>
<td>MSE</td>
<td>Moist Static Energy</td>
</tr>
<tr>
<td>MSF</td>
<td>Montgomery Streamfunction</td>
</tr>
<tr>
<td>MSU</td>
<td>Microwave Sounding Unit</td>
</tr>
<tr>
<td>NASA</td>
<td>National Aeronautics and Space Administration</td>
</tr>
<tr>
<td>NCEI</td>
<td>National Centers for Environmental Information</td>
</tr>
<tr>
<td>NCEP-DOE R2</td>
<td>Reanalysis 2 of the NCEP and DOE</td>
</tr>
<tr>
<td>NCEP-NCAR R1</td>
<td>Reanalysis 1 of the NCEP and NCAR</td>
</tr>
<tr>
<td>NH</td>
<td>Northern Hemisphere</td>
</tr>
<tr>
<td>NOAA</td>
<td>National Oceanic and Atmospheric Administration</td>
</tr>
<tr>
<td>OISST</td>
<td>Optimum Interpolation Sea Surface Temperature</td>
</tr>
<tr>
<td>OLR</td>
<td>Outgoing Longwave Radiation</td>
</tr>
<tr>
<td>Pen</td>
<td>Indochina Peninsula</td>
</tr>
<tr>
<td>PL</td>
<td>Pressure Level</td>
</tr>
<tr>
<td>PSD</td>
<td>Power Spectral Density</td>
</tr>
<tr>
<td>QBO</td>
<td>Quasi Biennal Oscillation</td>
</tr>
<tr>
<td>RAOBCORE</td>
<td>Radiosonde Observation Correction using Reanalyses</td>
</tr>
<tr>
<td>RATPAC</td>
<td>Radiosonde Atmospheric Temperature Products for Assessing Climate</td>
</tr>
<tr>
<td>REM</td>
<td>Reanalyses Ensemble Mean</td>
</tr>
<tr>
<td>RH</td>
<td>Relative Humidity</td>
</tr>
<tr>
<td>SAC-C</td>
<td>Scientific Application Satellite-C</td>
</tr>
<tr>
<td>SASM</td>
<td>South Asian Summer Monsoon</td>
</tr>
<tr>
<td>SCSPhi</td>
<td>Sea of China and Philippine Sea</td>
</tr>
<tr>
<td>SH</td>
<td>Southern Hemisphere</td>
</tr>
<tr>
<td>SHADOZ</td>
<td>Southern Hemisphere ADditional OZonesondes</td>
</tr>
<tr>
<td>SON</td>
<td>September, October, November</td>
</tr>
<tr>
<td>SPCZ</td>
<td>South Pacific Convergence Zone</td>
</tr>
<tr>
<td>SRB</td>
<td>Surface Radiation Budget</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>--------------</td>
<td>-------------</td>
</tr>
<tr>
<td>SST</td>
<td>Sea Surface Temperature</td>
</tr>
<tr>
<td>STJ</td>
<td>Subtropical Jet</td>
</tr>
<tr>
<td>SW</td>
<td>Short-Wave</td>
</tr>
<tr>
<td>SWCRE</td>
<td>Short-Wave Cloud Radiative Effect</td>
</tr>
<tr>
<td>SYN1Deg</td>
<td>Synoptic Radiative Fluxes and Clouds at 1-Degree Resolution</td>
</tr>
<tr>
<td>S-RIP</td>
<td>SPARC Reanalysis Intercomparison Project</td>
</tr>
<tr>
<td>TerraSAR-X</td>
<td>Terra Synthetic Aperture Radar - X</td>
</tr>
<tr>
<td>TOA</td>
<td>Top Of Atmosphere</td>
</tr>
<tr>
<td>TOVS</td>
<td>Television Infrared Observation Satellite (TIROS) Operational Vertical Sounder</td>
</tr>
<tr>
<td>TP</td>
<td>Tibetan Plateau</td>
</tr>
<tr>
<td>TPB</td>
<td>Tropopause Break</td>
</tr>
<tr>
<td>TqJoint</td>
<td>Temperature and water vapour (q) Joint data group (AIRS)</td>
</tr>
<tr>
<td>TTL</td>
<td>Tropical Tropopause Layer</td>
</tr>
<tr>
<td>UT</td>
<td>Upper Troposphere</td>
</tr>
<tr>
<td>UTL</td>
<td>Upper Troposphere Lower Stratosphere</td>
</tr>
<tr>
<td>WMO</td>
<td>World meteorological Organization</td>
</tr>
<tr>
<td>ZM</td>
<td>Zonal Mean</td>
</tr>
<tr>
<td>2B-CWC-RVOD</td>
<td>2B - Cloud Water Content - Radar-Visible Optical Depth</td>
</tr>
<tr>
<td>2B-GEOPROF-LIDAR</td>
<td>2B - Geometrical Profile - Lidar</td>
</tr>
<tr>
<td>2C-ICE</td>
<td>2C - Ice</td>
</tr>
<tr>
<td>3D-FGAT</td>
<td>Three-dimensional First Guess at Appropriate Time</td>
</tr>
<tr>
<td>$\theta_e$</td>
<td>Equivalent Potential Temperature</td>
</tr>
</tbody>
</table>